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Abstract:

The limitation of signature-based Intrusion Detection systems has given rise for the popularity of Machine learning (ML)
approaches r for building such intrusion detection systems (IDSs). ML is a sub-filed of Artificial Intelligence that enables
algorithms to learn from data and its applications have been widely accepted and used in many domains. To achieve a
promising ML-based model that can identify attacks and intrusions in networks and the cyber space, different stages of
machine learning approach like pre-processing, attribute selection, model building, hyper parameter tuning can be very
important. CICIDS2017 intrusion dataset was used for all the experimentations. This study focuses on building cyber threat
detection model based on the ensemble feature selection and classification method. Innovative approaches were used for
the analysis and pre-processing of the dataset. Thereafter, XGboost algorithm was used for selecting relevant features from
the default input attributes in each of the captures. Thereafter, the reduced features were employed in the identification of
cyber intrusions. The average accuracy achieved in the 8 captures of the dataset is 98% while precision is 0.98. Also, recall
is 0.98, f1-score is 0.98 while AUC ROC score is 0.99. The study concluded that XGBoost-based model was able to achieve
promising results based on the proper dataset encoding, feature importance-based feature selection and tuning of the
algorithm for intrusion identification.
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1. Introduction

An intrusion detection system (IDS) is used for network attacks identification which then alerts the administrator
in good time. These IDSs are built using a wide variety of approaches. Machine Learning (ML) approaches have
become popular for building such intrusion detection systems (IDSs). In ML field, algorithms learn from data and its
applications have been found promising in security, medical and many other domains. The algorithms that can be used
for building IDSs can be classified as single, hybrid and ensemble types. The chosen algorithms being used in this
paper is an ensemble type. Ensemble classifiers became popular because they are targeted at improving the
classification performance of a single classifier [1] as they combine several weak learners.

While building ML-based intrusion identification models, there is a need for dataset that contains representative
attacks or intrusions so that the learning models can generalize well. In recent times, one of the most popular datasets
that can be used for benchmarking attack classification models in CICIDS2017 dataset.As pointed out by [2] and [3]
the CICIDS2017 dataset is better than some of the well-known IDS dataset such as KDD CUP99, NSL-KDD, Kyoto
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2006, ISCX 2012 dataset as it contains benign and the most up-to-date common attacks. This study made use of the
captures in the netflow file of the CICIDS2017 dataset. Also, [4] and [5] have argued that the CICIDS2017 dataset
contains relatively new attacks types and are large representative for IDS studies when compared with old datasets

The limitation of signature-based Intrusion Detection systems has given rise for the popularity of Machine learning
(ML) approaches r for building such intrusion detection systems (IDSs). ML algorithms have the ability to learn from
data and its applications have been widely accepted in many domains. To achieve a promising ML-based model that
can identify attacks and intrusions in networks and the cyber space, different stages of machine learning approach like
data pre-processing, feature selection, model selection, hyper parameter tuning can be very important. This study
focuses on building cyber intrusion detection model based on the ensemble feature selection and classification method
with the use of XGBoost ensemble learner. Innovative approaches were used for the analysis and pre-processing of
the dataset. Thereafter, XGboost feature importance was used for selecting relevant attributes from the available inputs
in each of the captures. The reduced features were used for building in cyber intrusion model.

XGBoost provides parallel tree boosting in solving ML-based problems in a fast and accurate way. The exploratory
analyses procedure includes: dataset description, computing the Statistical Summary, identification of the properties
in the datasets. All the experimentations were carried out in Python programming language environment. Generally,
feature selection aims at reducing the model complexity, reducing training time and building interpretable model [6],
[7]. Thus, this work focuses on using feature importance approach for selecting promising features in the CICIDS2017
dataset and then use XGBoost ensemble learner for the classification of intrusions in the chosen dataset.

Related work

Built IDS from the NSL-KDD dataset by applying selected ML algorithms [8]. The algorithms belong to different
categories and were trained and tested. The results of the ML techniques are discussed in details and authors argued
that the results outperformed previous works. The dataset used for the experiment is considered to be older when
compared with CICIDS2017 dataset. [9] proposed different scaling techniques for improving the performances of
classification learners. Authors argued that there is performance difference between the classification algorithms based
on the scaling technique used in most cases.

Conducted a comparative study between selected batch learning and data streaming classifier [10]. The authors'
experimental results showed that data streaming algorithms achieved considerably higher performance in binary
classification problems when compared with batch learning algorithms based on accuracy used as metrics. [11] carried
out a systematic mapping and cross-benchmark evaluation of ensemble-based intrusion detection studies using
different taxonomies. Furthermore, this study built a novel intrusion detection model that is based on stack of
ensemble. The proposed approach uses parallel architecture to combine three individual ensemble learners in a
homogeneous manner. The authors examined the performances of selected classification algorithms.

Carried out an analysis of some benchmark datasets that are used for building Network Intrusion Detection Systems
[12]. The study generally described old and new datasets for IDS studies. However, it was observed that analyses were
general and a detail report on a recent dataset named CICIDS2017 was not made. [6] used a filter-based approach
named Information gain technique for attribute sub-set selection. The authors ranked and grouped the features using
the minimum weight values and then built IDS models using Random five different machine classifiers. The study
argued that RF-based classifier achieved the best performance accuracy of 99.86% out of all the learners.

Carried out an analysis of the CICIDS2017 dataset [2]. The study discussed some of the key features and
components of the dataset. However, the study did not reveal some issues from the analysis and did not extend to the
reporting of the open problems that are found in the dataset. [13] presented an Al technique for cyber-threats detection
that is based on artificial neural networks. The authors used to use two benchmark datasets (NSL-KDD and
CICIDS2017) and two datasets collected in the real world.

Similarly, carried out an analysis of CICIDS2017 dataset popularly used for building intrusion detection systems.
The paper explored general characteristics of the dataset and mentioned some of the issues inherent to it without
focusing on exploratory analyses and threat identification in it. [14] presented a hybrid approach utilizing the NSL-
KDD dataset. The training dataset was 80% whereas the remaining 20% was used for testing on both binary and multi-
class problems. Vote algorithm and information gain were applied for attribute selection. The detection accuracies of
the two models were 99.81% and 98.56% respectively. However, the dataset used for the experimentation is old.
Similarly, proposed build cyber intrusion detection model by making use of the fusion of chi square feature selection
technique and multi class Support Vector Machine approach. [15] reviewed related studies on intrusion detection
systems for a period between 2000 and 2007. The paper focused on studies that emphasised developing single, hybrid,
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and ensemble techniques for intrusion identification. The study equally mentioned the achievements and drawbacks
in ML-based IDS. Furthermore, [16] ML-based IDS in In-vehicle Network environment by using Remote Frame, The
authors argued that the approach is novel since it used in-vehicle network environment for the experimentations.

Carried out an analysis of some intrusion detection datasets such as KDD-99, NSL-KDD and so on. The datasets
used in the research were the ones that have been reported to have been very old. Conducted a statistical analysis on
KDD CUP 99 dataset two main problems which highly affect the performance of intrusion detection systems built
with it. Therefore, the authors proposed a data set named NSL-KDD that was meant to be an improvement of KDD
CUP99 dataset and then attend to the mentioned shortcomings of the old dataset

2. Method:
Dataset

This work used an intrusion dataset named CICIDS2017 that was released by [2] and [3]. The dataset was collected
from the Canadian Institute on Cyber Security dataset repository. The dataset was chosen because it is very large and
contains several attacks and intrusion traces that are good for security studies.

Dataset Description

Pointed out that there are twenty-five (25) abstract behaviour of users that were built in the CICIIDS2017 dataset
[3]. Thus, the dataset is based on the following protocols: HTTP, HTTPS, FTP, SSH, and email. The authors pointed
out that the data was captured for varying period of time for five days. CICIDS2017 dataset contains both benign and
non-benign behavioural patterns. Specifically, the dataset has a number of attacks such as: Brute Force FTP, Brute
Force SSH, DoS, Heartbleed, Web Attack, Infiltration, Botnet, and DDoS [3]. During the dataset building, the
demonstration of the attacks was carried out in the morning and afternoon on Tuesday, Wednesday, Thursday and
Friday.

Methodological Process

Figure 1 is used to pictorially represent the various processes through which the cyber intrusions in the dataset
can be efficiently classified.

Figure 1. Machine Learning-based Methodological Process in the Study

The dataset is multi class in nature. For this reason, One Versus Rest (OVR) technique was used to tune it to a
binary class type. This is to enable the chosen ensemble learning algorithm to classify the features in the dataset as
being benign and malicious. All the experiments were conducted in Anaconda Python 4 environment using a 64-bit
Intel(R) Core(TM) i7-7500U CPU with 16GB RAM (Windows 10 platform). After the EDA and feature encoding,
each of the eight pre-processed captures in the dataset was saved in different folder and they were used for building
the intrusion identification models.
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Data Preprocessing

The numerical input features are of real and integer types while the target class is categorical type. Based on the
flow patterns and data types in the dataset, the categorical features in the dataset were encoded. The essence of the
feature encoding is to convert the categorical variables to numerical variables so as to make the features available to
the machine learning algorithm in best usable format. Another step in the data cleaning process is the feature scaling
so that the learning classifier will be able to learn adequately from scaled data. As part of the data pre-processing steps,
min-max scaling technique was used to transform the features in the dataset. This data transformation approach is as
argued. The Min-max Scalar is a data transformation technique that is used to transform an attribute scale and shifts
its values along the X axis so that the transformed attribute ranges within the [0, 1] interval [8].

Feature Selection

In any ML-based classification problem, it is important to know which feature has more predictive power. Feature
selection method is used to remove redundant features, helps in understanding the dataset, and reduces computing
time, as well as improving model predictive performance [7]. Given the features in the CICIDS2017 dataset,
XGBOOST feature importance is employed to achieve feature subset selection. Thirty-four attributes were selected
based on their feature importance scores.

Model Building

Proposed XGBoost algorithm which is a supervised learning approach that is based on function approximation
[17]. The algorithm is based on based on function approximation and it focuses on optimizing specific loss functions
as well as applying several regularization techniques exploring different base learners. It involves the calculation of
the value of the loss function for all those base learners. It uses an ensemble of decision trees and gradient boosting to
make predictions. In this study, the algorithm is used for building the cyber intrusion identification model. The
algorithm is built from gradient boosting decision tree algorithms as base learners. This algorithm is used in this case
to classify intrusion in the dataset by passing though the different steps in algorithm 1. The dataset used for building
the model is split in the ratio 85% and 15% as training and test ratios respectively. The selected metrics for the
evaluation are Predictive Accuracy, Precision and Recall. The train test split ratio was used for the validation of how
efficient the model is.

Algorithm 1:
/[This algorithm contains procedures in the XGBooost classification of intrusion in CICIDS2017 dataset
Model Input: Dataset D: D = {(x1,¥1),---, (X, Yn), yi belongs to R}
Model Output: Final intrusion classification: £, (x)
/[carry out the basic steps:
Initialization:
forminl,2,3,., M
compute the gradient
compute the second derivative:
fit a new decision tree by reducing the loss function with regulation term:
find the best tree structure
find the minimal final loss
update the function f,, (x):

Thereafter, produce the final intrusion identification model f,, (x)
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3. Results and Discussion
Results of Exploratory Data Analysis

This study is making use of all the captures in the dataset as against the use of one of few captures. Based on the
result of EDA, each capture in the dataset contains 78 input attributes and one class label. For instance, some of the
attributed include: Destination Port, Flow Duration, Total Fwd Packets, Total Backward Packets, Total Length of Fwd
Packets, Total Length of Bwd Packets and so on. It was also observed that each of the captures in the dataset has
mixed feature types and this require innovative approach in handling prior to building intrusion classification model
from the dataset. Also, it was observed that there are eight different captures in the dataset. Each of these captures
contains attacks as recorded during the dataset building. Based on the period of capturing in those periods, the different
captures in the dataset were renamed in this study as FriAfternoonPortScan, FriAfternoonDDOS, FriMorning,
MonMorningHour, ThurAfternooninfiltration, ThursdayMornWebAttacks, TueWorking, WedHour for easy
referencing purposes. The details are as shown in Table 1.

Table 1. Description of each of the Captures in the Dataset

Capture Label Used Capture Description in this Study
Capture 1 FriAfternoonPortScan
Capture 2 FriAfternoonDDOS
Capture 3 FriMorning
Capture 4 MonMorningHour
Capture 5 ThurAfternooninfiltration
Capture 6 ThursdayMornWebAttacks
Capture 7 TueWorking
Capture 8 WedHour

Table 1 is used to represent the names assigned to the various captures of the CICIDS2017 Dataset used in the study.
The experimental results obtained in Table 2 are the true description of the attributes in the selected dataset.

Table 2. Dataset details based on EDA

No of Input - No of No of New
Name Chosen for the No of original unknown or
Capture features . L Samples after
Dataset capture samples/instances missing .
Deletion
values (data)
Capture 1 FriAfternoonPortScan 78 286,467 015 286452
Capture 2 FriAfternoonDDOS 78 225,745 004 225741
Capture 3 FriMorning 78 191,033 028 191005
Capture 4 MonMorningHour 78 529,918 064 539854
Capture 5 ThurAfternooninfiltration 78 288,602 018 288584
Capture 6 ThursdayMornWebAttacks 78 170,366 020 170346
Capture 7 TueWorking 78 445,909 201 445708
Capture 8 WedHour 78 692,703 008 692695

Results of Model Evaluation for Intrusion Detection
Environment for the Experimentation

The environment where the model is built is a system with the following configuration: HP Core i7 system with
16GB main memory and 1T Terabyte Hard Disk Drive in a Windows 10 platform. Then, the identified metrics in the
study are used for the experimental evaluation. For each of the models built from the eight captures of the CICIDS2017
dataset, the results of the metrics are as shown in Table 3.

Table 3. Experimental Results of Cyber Intrusion Classification Model based on XGBoost Ensemble
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Dataset
Capture

Learning
Algorithm
for
Intrusion
Classificati
on

Accuracy
Score (%)

Precision

Recall

F1-score

AUC-
ROC

Comment
on the
Result

Capture 1

XGBoost
Ensemble

99.00

0.97

0.99

0.98

0.99

The
performances
of the model
across the five
metrics are
promising.

Capture 2

XGBoost
Ensemble

98.00

0.98

0.98

0.98

1.00

The
performances
of the model
across the five
metrics are
promising.

Capture 3

XGBoost
Ensemble

98.00

0.98

0.97

0.98

0.99

The
performances
of the model
across the five
metrics are
promising.

Capture 4

XGBoost
Ensemble

99.00

0.98

0.98

0.98

0.99

The
performances
of the model
across the five
metrics are
promising.

Capture 5

XGBoost
Ensemble

98.00

0.98

0.98

0.98

0.99

The
performances
of the model
across the five
metrics are
promising.

Capture 6

XGBoost
Ensemble

98.00

0.97

0.98

0.98

0.99

The
performances
of the model
across the five
metrics are
promising.

Capture 7

XGBoost
Ensemble

98.00

0.97

0.98

0.98

0.99

The
performances
of the model
across the five
metrics are
promising.

Capture 8

XGBoost
Ensemble

97.00

0.98

0.98

0.97

0.98

The
performances
of the model
across the five
metrics are
promising.

Benchmark Results Comparison

The results of the approach in this paper were compared with similar studies. On the average, it was observed that
the ensemble learner achieved good performances for the classification of intrusions in the chosen CICIIDS2017
dataset compared to similar studies. For instance, the XGBoost-based model achieved promising classification results
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in all the eight captures used for the experimentation. The models built from the eight different captures performed
generally better than the one in similar studies.

Discussion of Results

The basic characteristics of the CICIDS2017 dataset were revealed from the exploratory analyses of the dataset
captures. Thereafter, this study introduced the basic steps followed in building the ensemble model. Then, the work
introduced how ML approaches are widely being used for building intrusion detection systems as against the signature-
based intrusion detection approaches. The focus is on building intrusion detection model that is based on the feature
importance for promising attribute selection and classification with the use of XGBoost ensemble learner. Five metrics
namely: accuracy, precision, recall, f1-score and AUC score are used for the evaluation. The study achieved improved
performances across the five selected metrics in the eight captures of the dataset. For instance, the average accuracy
achieved in the 8 captures of the dataset is 98%, precision is 0.98, recall is 0.98, f1-score is 0.98 while AUC score is
0.99. Thus, it can be argued that the results performed by XGBoost-based model for the identification of intrusion in
the chosen dataset are promising and better some of the similar studies. It is equally observed that our approach is
more detailed as all the captures were used for the experimental analyses at each stage of the study.

The application of the Gradient Boosting Classifier on the MangoLeafBD dataset for the classification of Powdery
Mildew and Sooty Mould yielded notable results. The performance metrics, evaluated through 5-fold cross-validation,
demonstrated variability across different folds. The accuracy scores ranged from 0.63 to 0.73, with the highest being
in the first fold. Precision metrics were consistently higher, ranging from 0.78735632 to 0.82467532, indicating a
strong likelihood that the predicted positive cases were indeed positive. Recall scores paralleled the accuracy scores,
which is expected as they both reflect the model's ability to correctly identify positive cases. The F1-scores, which
balance precision and recall, varied between 0.57131271 and 0.70876928, reflecting some fluctuation in the model's
overall performance. The detailed results are presented in Table 1 for a clearer understanding and comparison of the
metrics across different iterations

4, Conclusion

This study introduced CICIDS2017 dataset and how ML approaches are promising for building improved intrusion
detection systems as against the signature-based Intrusion detection approaches. The study argued that to achieve a
promising ML-based model that can identify attacks better in networks and the cyber space, different stages of
machine learning approach like data pre-processing, feature selection, model building and hyper parameter tuning can
be very important. This work used various approaches at the data cleaning, feature selection and classification stages.
Then, XGBoost ensemble learner was used for the intrusion classification models in the eight captures of the dataset.
The dataset was first analysed and pre-processed. Thereafter, XGboost algorithm was used for selecting relevant
features and for identification of intrusions. The study achieved improved performances across the five selected
metrics in the eight captures of the dataset. The efficiency is measured by the way the algorithm is able to learn from
all the captures in the dataset. The average performances of the models were then computed.
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