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Abstract:

This research aims to analyze the performance of three classification models, namely Decision Tree Classifier, Support
Vector Machine, and Naive Bayes Classifier, in predicting lung cancer using the "Lung Cancer Prediction" dataset. The
performance evaluation metrics used include accuracy, precision weighted, recall weighted, and F1 weighted. As a
preliminary step, exploratory data analysis (EDA) and dataset preprocessing, including feature selection, data cleaning, and
data transformation, were conducted. The test data results showed that the Decision Tree Classifier and Naive Bayes
Classifier had similar performances with high accuracy, precision, recall, and F1 values. Meanwhile, the Support Vector
Machine also exhibited competitive performance, although its precision weighted value was slightly lower. Additionally,
an outlier analysis was conducted using box plots, revealing that the Decision Tree Classifier had 2 outlier values, while
the Support Vector Machine had 4 outlier values, and Naive Bayes had no outlier values. In conclusion, all three
classification models demonstrated good potential in lung cancer prediction. However, selecting the best model requires
consideration of relevant evaluation metrics for the application and accommaodating the limitations of each model. Further
evaluation and in-depth analysis are needed to ensure the reliability of the models in predicting lung cancer cases more
accurately and consistently.

Keywords: decision tree classifier, Naive Bayes Classifier, support vector machine, classification, perbandingan performa,
prediction.
Dataset link: Lung Cancer

1. Introduction
Lung cancer is a serious and highly impactful public health issue. The high rates of morbidity and mortality caused

by lung cancer highlight the importance of prevention efforts, early detection, and appropriate treatment [1], [2]. In
the current digital and information technology era, the use of machine learning-based classification models is
becoming increasingly attractive in the medical field, particularly in lung cancer prediction. Classification models
enable us to identify risk factors and classify individuals based on specific features to predict the risk of developing
lung cancer.

The main objective of this research is to compare the performance of three classification algorithms, namely
Decision Tree, Naive Bayes, and Support Vector Machine, in predicting lung cancer. By comparing these three
algorithms, it is expected that the most suitable algorithm for classifying clinical data in the context of lung cancer
prediction will be identified.
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In this research, we have several research questions to be answered. First, we want to know which algorithm,
Decision Tree, Naive Bayes, or Support Vector Machine, is more effective in predicting lung cancer based on the
clinical data we have. We will compare the performance of these three algorithms to determine which one provides
the best prediction results in the context of lung cancer prediction. Additionally, we are interested in identifying
specific clinical features that have a significant influence on lung cancer prediction. These features may provide
additional insights into risk factors contributing to lung cancer and may be crucial knowledge for early diagnosis and
more effective treatment. Lastly, we will compare the performance of the three algorithms in terms of accuracy,
precision, recall, and F1 score. The results of this comparison will provide guidance to medical professionals in
selecting the most suitable method to support efforts in lung cancer prevention and management more efficiently and
accurately.

This research will use the "Lung Cancer Prediction" dataset, which contains clinical data and features related to
lung cancer. However, this research has limitations in terms of the number of samples and features available in the
dataset. Additionally, the analysis is conducted retrospectively using existing data, so the results may depend on the
quality and availability of the data.

This research is expected to contribute to the development of more effective lung cancer prediction approaches
using classification models. The results of the performance comparison of the three algorithms can provide guidance
to medical professionals in selecting the most suitable method to support the diagnosis and treatment of lung cancer
patients.

Method:
Our research is designed in five well-structured main stages, and their aspects are illustrated in Figure 1.

Figure 1. General Research Design Stages
Exploratory Data Analysis
Firstly, the initial step in this research is to conduct exploratory data analysis. At this stage, lung cancer data will
be analyzed descriptively to understand the characteristics, distributions, and relationships between variables in the
dataset. Exploratory Data Analysis (EDA) aims to gain initial insights into the data before further steps are taken.
Table 1 shows general information on the dataset used in this study.
Table 1. Dataset Information
Dataset Number of cases | Number of attribute | Attribute characteristics | Missing values
Lung-cancer 309 16 Numeric, String No
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This stage is part of the process where data is processed according to the methods and tools used. Dataset
preprocessing involves several steps, including feature selection, data cleaning, and data transformation. Figure 2

visualizes the steps of dataset preprocessing.

Pre-processing

Fealure Selection

Data Transform

a. [Feature Selection

Data Cleaning

Figure 2. Data Preprocessing

At this stage, irrelevant or non-significant features or variables in predicting lung cancer will be identified
and removed from the dataset. The feature selection process aims to simplify the dataset and improve the

model's performance.
b. Data Cleaning

Incomplete, duplicate, or noisy data will be cleaned at this stage. Data cleaning is essential to ensure the

quality of the data used in modeling.

c. Data Transform

Data transformation processes include feature normalization or standardization, so that feature values are
in a similar scale. This step helps avoid dominance of features with large value ranges and can enhance

model stability and convergence.

Support Vector Machine

SVM (Support Vector Machine) is a machine learning algorithm used for data modeling and classification. This
algorithm can be applied to binary and multiclass classification problems [3]-[7], as shown in Figure 3.
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Figure 3. Support Vector Machine (SVM) Algorithm

The SVM algorithm involves several main stages. First, the training data undergoes preprocessing such as
normalization and noise removal [8]. Next, a kernel is selected to map the data into a higher feature space to better
separate the data. Then, the training data is used to train SVM by finding the optimal hyperplane that maximizes the
margin [9]-[11]. The margin is the distance between the hyperplane and the nearest supporting vectors, and the
parameter C is used to control the trade-off between margin and classification errors. After the training process, SVM
is ready to classify new data based on its position relative to the hyperplane determined during training, where data
on one side of the hyperplane is considered a member of one class, while data on the other side is considered a member

of a different class.
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Naive Bayes Classifier
The Naive Bayes Classifier is a probabilistic classification algorithm that uses the assumption of independent

features [12], [13]. Despite this assumption rarely being met, Naive Bayes remains a frequently used and effective
choice, as seen in Figure 4.

1

Figure 4. Naive Bayes Classifier

The Naive Bayes algorithm is a statistical method in machine learning for classification with the following steps:
calculating prior probabilities, likelihood probabilities, and posterior probabilities using Bayes' rule [14]-[16] as shown
in Equations 3, 4, 5, and 6. Based on posterior probabilities, the algorithm predicts the most likely class based on the
observed features as shown in Equation 8. This algorithm is efficient and commonly used in various data classification
applications.

count(Y = y) (3)

Py =y) = count(Y)

count(Xi —xi,Y =y)

PXi=xilY =y) = count(Y = y) @
~ . _PX=xly=y)P(r=y)

PY =ylx=x)= P(X = x) ®)
ypred = argmax yP(Y = y|X = x) (6)

Decision Tree Classifier
The Decision Tree is a classification method in the form of a tree structure with nodes representing decisions or

predictions [17]-[19]. At each node, the algorithm divides the data based on the most informative input variables, as
shown in Figure 5, explaining the concept of the Decision Tree algorithm.
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Figure 5. Decision Tree Algorithm

The Decision Tree Classifier algorithm is a classification method that uses a tree structure with nodes representing
decisions or predictions. This decision tree is built by dividing the data into smaller subsets based on the value of the
most informative input variable [20], [21]. The tree-building process uses impurity measures such as Gini Index and
Entropy to measure data impurity at each node. The goal is to minimize impurity at each node by selecting the most
relevant input variables, allowing the decision tree to provide accurate and easily interpretable predictions. Equations
7 and 8 can be observed.
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c
Gini Index: Gini(t) = 1 — Z (pi)?
i=1 )

c
Entropy: Entropy(t) = — Z_Pi log,(p?) (8)
L

Performance Comparison Analysis

The performance analysis results from the previous steps are used to compare the performance of three different
classification models, namely Decision Tree, Support Vector Machine, and Naive Bayes, in predicting lung cancer
based on predetermined evaluation metrics [22]-[24]. The evaluation metrics used include accuracy, which measures
how well the model can classify data overall (Equation 9); precision, which measures how well the model can correctly
identify positives compared to all its positive predictions (Equation 10); recall (Sensitivity or True Positive Rate),
which measures how well the model can correctly classify true positives (Equation 11); and F-Measure, which is the
harmonic mean of precision and recall and is used to combine these two metrics into a comprehensive value (Equation
12). By considering the evaluation results through these metrics, we can identify the model that provides the best
performance in lung cancer prediction [25], [26].

| ~ (TP +TN)
COUTacY =TP+ TN + FP + FN) ©9)
o TP
Pericision = m (10)
Recall = —
CCAt =P + FN) (11)

F _ 2(presisi X recall)
measure = (presisi + recall) (12)

The above formulas explain:

True Positive (TP): The number of cases correctly predicted as positive by the model.
True Negative (TN): The number of cases correctly predicted as negative by the model.
False Positive (FP): The number of cases incorrectly predicted as positive by the model.
False Negative (FN): The number of cases incorrectly predicted as negative by the model.

Using evaluation metrics such as accuracy, precision, recall, and F-Measure, we can evaluate the performance of
each classification model (Decision Tree, Support Vector Machine, and Naive Bayes) and select the best model that
can provide optimal accuracy and reliability in lung cancer prediction. To perform the performance evaluation, a
confusion matrix is used as a tool to compare the model's predictions with the true labels on test data, resulting in four
main components: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). Detailed
information about these components can be found in Figures 6, 7, and 8. Thus, through performance analysis using
evaluation metrics and information from the confusion matrix, we can identify the most suitable and reliable model in
predicting lung cancer based on the tested data. Selecting the appropriate model will contribute to the development of
more accurate and efficient diagnostic methods in the management and treatment of lung cancer.
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Figure 8. Confusion Matrix for Test Data of Lung Cancer Prediction using Naive Bayes Classifier
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Based on the Confusion matrix results of the three classification models (Decision Tree Classifier, Support Vector
Machine, and Naive Bayes Classifier) on testing using test data for lung cancer prediction (Lung Cancer Prediction),
we conclude that the Decision Tree Classifier shows good performance with high True Positive (TP) and True
Negative (TN) values, accurately identifying positive (lung cancer) and negative (non-lung cancer) cases. The Support
Vector Machine also shows promising results, with significant TP and TN values, demonstrating good ability in
classifying test data. Meanwhile, the Naive Bayes Classifier also provides competitive performance, with adequate
TP and TN values for recognizing positive and negative cases. All three classification models show good potential in
lung cancer prediction based on the Confusion matrix results. However, to choose the best model among them, further
evaluation with more comprehensive performance metrics such as accuracy, precision, recall, and F1-score needs to
be done. Additionally, selecting the best model should also consider the application context and practical needs in
lung cancer management and treatment.

Decision Making
Based on the results of the performance comparison analysis, a decision will be made to select the best

classification model that is most suitable for lung cancer prediction. This decision will provide guidance to medical
practitioners or other stakeholders in choosing an effective model to support the diagnosis and management of lung
cancer more effectively.

3. Results and Discussion
In this study, we conducted a performance comparison of three types of classification models, namely Decision

tree classifier, Support vector machine (SVM), and Naive Bayes Classifier, in predicting a specific target
classification. The results of these models' performance evaluations were measured using several evaluation metrics,
including accuracy, precision, recall, and F1-score using the "weighted" method to account for class imbalance. Table
2 shows the performance comparison results of the datasets used.

Table 2. Performance Comparison Results

> Rata-rata Decision tree classifier | Support vector machine | Naive Bayes Classifier
Accuracy 0.89 0.87 0.89
Precision weighted 0.88 0.75 0.9
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> Rata-rata Decision tree classifier | Support vector machine | Naive Bayes Classifier
Recall weighted 0.86 0.87 0.89
F1 weighted 0.86 0.81 0.89

The performance evaluation results of the three classification models (Decision tree classifier, Support vector
machine, and Naive Bayes Classifier) for lung cancer prediction are displayed in the table above. In testing using test
data, the average accuracy values were 0.89 for both Decision tree classifier and Naive Bayes Classifier, while Support
vector machine achieved 0.87. As for the weighted precision metric, Naive Bayes Classifier showed the highest
performance with a score of 0.9, followed by Decision tree classifier with 0.88, and Support vector machine with 0.75.
However, in the weighted recall metric, both Decision tree classifier and Naive Bayes Classifier had the same value
of 0.86, while Support vector machine achieved 0.87. Similarly, for the F1 weighted metric, Naive Bayes Classifier
showed the best performance with a score of 0.89, followed by Decision tree classifier with 0.86, and Support vector
machine with 0.81.

Based on the performance evaluation results of the three classification models, it can be concluded that both
Decision tree classifier and Naive Bayes Classifier have similar performance and show good predictive ability for
lung cancer. Both models have relatively high values for accuracy, weighted precision, weighted recall, and weighted
F1, indicating their good ability to accurately classify lung cancer and non-lung cancer cases. On the other hand, the
Support vector machine also showed good performance, especially in the weighted recall and F1 metrics. However,
its weighted precision performance was lower compared to the other models, indicating its limitations in identifying
lung cancer cases.

The best model selection for lung cancer prediction needs to consider the most relevant evaluation metrics in the
application context. If the primary focus is on detecting lung cancer cases as accurately as possible, the Naive Bayes
Classifier could be chosen because it has the highest weighted precision value. However, if a balance between
precision and recall is prioritized, the Decision tree classifier could be a good alternative with a competitive weighted
F1 value.

Additionally, these results also highlight the importance of evaluating model performance using various
performance metrics to obtain a comprehensive understanding of the model's capability in predicting lung cancer
cases. To enhance model performance, research can be conducted by optimizing parameters and features used, and
combining various ensemble techniques to improve prediction accuracy and stability.

The obtained performance results indicate that the Decision tree classifier has 2 outlier values, which significantly
differ from most of the other data. Outliers can affect model performance since these extreme values could be noise
or unusual information that disrupts the learning process. In the Support vector machine model, there are 4 outlier
values that need attention as they can affect the model's accuracy and stability. However, unlike the previous two
models, the Naive Bayes did not have outlier values when visualized using a boxplot, indicating more homogeneous
data in classification, which could be one reason why this model showed competitive performance in predicting lung
cancer. Nonetheless, further analysis is still needed to understand the impact of outlier values and other factors that
can affect the performance results of each model. The data visualization results using a boxplot can be seen in Figure

Decision Tree Classifier Support Vector Machine

performa performa
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Figure 9. Bloxplot Visualization Results

4. Conclusion

Based on the entire performance evaluation results of the three classification models (Decision tree classifier,
Support vector machine, and Naive Bayes Classifier) in predicting lung cancer, it can be concluded that all three
models show good potential in this task. Both Decision tree classifier and Naive Bayes Classifier have similar
performance with high values for accuracy, precision, recall, and F1. Meanwhile, the Support vector machine also
produced competitive performance, even though its weighted precision value was slightly lower. The best model
selection needs to consider the most relevant evaluation metrics for application needs and accommodate the limitations
of each model. Further evaluation with more comprehensive performance metrics and advanced analysis needs to be
conducted to gain a deeper understanding and ensure the model's reliability in predicting lung cancer cases.
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