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Abstract:

This study presents the development and implementation of a deep learning-based system for recognizing static hand
gestures in British Sign Language (BSL). The system utilizes the YOLOvV8 model in conjunction with edge detection
extraction techniques. The objective of this study is to enhance the accuracy of recognition and facilitate communication
for individuals with hearing impairments. The dataset was obtained from Kaggle and comprises images of various BSL
hand signs captured against a uniform green background under consistent lighting conditions. The preprocessing steps
entailed resizing the images to 640x640 pixels, implementing pixel normalization, filtering out low-quality images, and
employing data augmentation techniques such as horizontal flipping, rotation, shear, and brightness adjustments to enhance
robustness. Edge detection was implemented to accentuate the contours of the hand, thereby facilitating more precise
gesture identification. Manual annotation was performed to generate both bounding boxes and segmentation masks,
allowing for the training of two model variants: The first is YOLOV8 (non-segmentation), and the second is YOLOv8-seg
(segmentation). Both models underwent training over a period of 100 epochs, employing the Adam optimizer and binary
cross-entropy loss. The training-to-testing data splits utilized were 50:50, 60:40, 70:30, and 80:20. The evaluation metrics
employed included mAP@50, precision, recall, and F1-score. The YOLOv8-seg model with an 80:20 split demonstrated
the optimal performance, exhibiting a precision of 0.974, a recall of 0.968, and MAP@50 of 0.979. These metrics signify
the model's capacity for robust detection and localization. Despite requiring greater computational resources, the
segmentation model offers enhanced contour recognition, rendering it well-suited for high-precision applications. However,
the generalizability of the model is constrained due to the employment of static gestures and controlled backgrounds. In the
future, researchers should consider incorporating dynamic gestures, varied backgrounds, and uncontrolled lighting to
enhance real-world performance.

Keywords: YOLOVS, British Sign Language (BSL), Hand Gesture Detection, Deep Learning, Segmentation Model.
Dataset link: https://www.kaggle.com/datasets/trlgg3rtrash/yoga-posture-dataset

1. Introduction

In today's digital age, the ability to recognize and translate sign language is becoming increasingly important,
especially for facilitating communication between individuals with hearing loss and the general public [1]. As
technology evolves, tools that can detect and translate sign language gestures with precision are needed, as sign
language is generally based on hand gestures and facial expressions. One of the main challenges is recognizing hand
gestures in the context of communication without also recognizing the facial expressions that are often integral to
understanding sign language [2].

This research focuses on static hand gesture recognition in British Sign Language (BSL). BSL has a unique
structure and grammar that differs from other verbal languages, such as English, and it is an important communication
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system for the deaf community in the UK [3]. Therefore, developing a hand gesture recognition system for BSL is
highly relevant, especially for supporting inclusive social interaction.

The application of the YOLOV8 (You Only Look Once) model for static hand gesture recognition in BSL offers
great potential in improving the accuracy and speed of real-time object detection [4]. YOLOVS8 is a recent object
detection model that has been shown to offer significant performance improvements in terms of speed and accuracy
when compared to previous versions [5]. This implementation of YOLOVS in sign language recognition, which relies
on edge detection extraction techniques, aims to clarify the contours of hand movements and facilitate the model's
recognition of hand movement shape and direction with greater precision [6].

Edge detection extraction, a pivotal technique in this process, facilitates the model's identification of the outlines
and contours of the hand, a critical component in enhancing detection efficiency and accuracy in static hand gesture
recognition [7]. This approach is expected to enhance the quality of hand gesture detection utilized in BSL and to
facilitate the development of a more effective and efficient sign language interpreter system [8], [9].

2. Method:

In this paper, we implement the YOLOV8 model to identify British Sign Language (BSL) signs using an edge
detection extraction technique. The objective of this technology is to enable interaction between sign language users
and visual-based systems [10]. The implementation process commences with the collection and processing of labeled
BSL image data, followed by data augmentation and splitting stages to enhance model accuracy. The selection of
YOLOvV8 was predicated on its capacity to detect objects in real-time with a high degree of accuracy and its
adaptability for customization in hand signal recognition applications, a finding corroborated by several recent
international studies [11]. For instance, Madyanto et al. attained a maximum accuracy of 96% by employing YOLOV8
to detect Indonesian Sign Language (SIBI) letters with an average inference time of 4.6 milliseconds per image [11].
Another study by Alsharif et al. reported 98% precision and 99% F1-score in American Sign Language (ASL) alphabet
recognition using YOLOV8 with transfer learning [12]. The implementation process commences with the collection
and processing of BSL image data that has been labeled, followed by data augmentation and splitting stages to enhance
model accuracy. The selection of YOLOV8 was predicated on its capacity to detect objects in real-time with a high
degree of accuracy, in addition to its adaptability for hand gesture recognition applications [13]. The edge detection
extraction method is employed to identify significant patterns in the image, thereby enhancing the efficacy of the
detection process. It is hypothesized that this approach will yield an efficient and effective model for recognizing
various BSL gestures with minimal error rate.

60-40

Figure 1. Research Flowchart
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Data Collection

In the data collection stage for this research, we employed a dataset obtained from the Kaggle platform that focuses
on British Sign Language (BSL) recognition. The dataset under consideration is composed of a variety of hand
drawings that depict BSL symbols in different variations, including various viewing angles, lighting conditions, and
skin colors. This data collection encompasses a substantial array of images representing diverse BSL signs, which are
subsequently utilized to train and evaluate the sign detection model. A similar approach has been used in several
previous studies that utilize image-based datasets for BSL recognition using deep learning [14], [15]. The acquired
data undergoes subsequent processing through various stages, including pre-processing and labeling, to ensure the
quality and accuracy of the constructed models. It has been demonstrated in several studies that variations in
background and lighting conditions within the dataset can enhance model generalization [15], [16]. The utilization of
this extensive dataset is anticipated to yield a more robust and accurate gesture recognition system.

Data Pre-processing

In the data pre-processing stage, the data that has been collected through the British Sign Language (BSL) dataset is processed
to ensure the quality and readiness of the data to train the model. This process entails several critical steps, including image
resizing for consistency, pixel normalization to circumvent scale discrepancies that could compromise model performance, and
data augmentation techniques to diversify image variations through rotation, flipping, and altered lighting [17]. Augmentation is
imperative for enhancing model generalization, particularly in the context of hand gesture recognition, a field that is profoundly
influenced by factors such as shape and viewing angle [18]. Furthermore, images characterized by low quality or high noise are
subjected to filtration and thresholding procedures to enhance the precision of the segmentation and classification processes [19].
Edge detection is also applied as part of the pre-processing to highlight hand contours that are important to the gesture detection
system [20]. The objective of the pre-processing stage is to enhance the precision and efficacy of the model in recognizing BSL
signs under diverse real-world conditions.

Labelling

In the labeling stage, each image in the British Sign Language (BSL) dataset is labeled according to the gesture shown by the
hand in the image. The labeling process is conducted manually to ensure accuracy and consistency between the image and the
label. Proper labeling is imperative as the model acquires the capacity to discern visual patterns based on the provided annotations
[21]. The efficacy of consistent and accurate labeling in enhancing the accuracy of hand gesture recognition has been
demonstrated in prior studies [22]. In the context of sign language recognition, meticulous labeling is paramount to differentiate
between hand gestures that bear similarities yet possess divergent meanings [23]. A number of studies have demonstrated that a
combination of manual labeling and automatic validation can enhance efficiency without compromising accuracy [24].

Figure 2. Example of Labeling Segmentation
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Figure 3. Example of Labeling Bounding Box

Augmentation

The specific data augmentation techniques that were implemented include horizontal flip, rotation, shear, and brightness
adjustment [25]. The horizontal flip is employed to generate variations of mirror symmetry in the image, thereby simulating
different hand perspectives. The rotation function enables the adjustment of images at various angles, thereby facilitating the
model's development of an understanding of cues presented in diverse orientations. The shear technique was employed to tilt the
image, thereby introducing realistic geometric distortions. In conclusion, the adjustment of brightness is executed to emulate the
fluctuations in lighting conditions [26]. The integration of these augmentation techniques is intended to enhance the robustness
of the model to input variations, while concurrently preventing overfitting by substantially augmenting the dataset's variability
[27].

Figure 4. Example of Augmentation Image

Split Data

In the data sharing stage, this research utilizes the Roboflow platform to separate the dataset into a training set and a testing
set with various ratio variations, such as 50:50, 60:40, 70:30, and 80:20, where the first number represents the percentage of data
allocated for training and the second number for testing. The selection of the data sharing ratio exerts a substantial influence on
the performance of the model, as it can impact the accuracy and generalization ability of the model. As demonstrated by Nguyen
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et al. [28], aratio of 70:30 has been shown to yield optimal results in the prediction of soil shear strength. Furthermore, Nazarkar
et al. [29] discovered that a ratio of 80:20 achieved the highest level of accuracy in their research on lung cancer classification.
Therefore, the objective of this study is to evaluate the impact of the data sharing configuration on the accuracy and robustness
of the BSL gesture recognition model.

Evaluation Matrix

In evaluating the performance of the British Sign Language (BSL) recognition model, this research utilizes several
comprehensive evaluation metrics to ensure the accuracy and robustness of the model. The primary metric employed is Mean
Average Precision (mAP), specifically mAP@50, which is particularly pertinent for object detection tasks such as hand gesture
recognition [30]. mAP quantifies the model's efficacy in detecting hand gestures across various levels of Intersection over Union
(loU), which is a metric of the overlap between the prediction bounding box and the ground truth bounding box [31].

a) loU (Intersection over Union)

The term "loU" is used to denote the degree of similarity between two sets, that is, the extent to which model
predictions align with ground truth. The loU value is calculated by the following formula:
|A N B|

IoU(A,B) = AN B

1)

b) Precision and Recall

Precision and recall are used to measure the effectiveness of the model in detecting objects, calculated with the
following formula:
True Positives

Precision = 2
True Positives + False Positive @)

Recall = True Positives 3
ecatt = True Positives + False Negative @)

c) Average Precision (AP)

The calculation of Average Precision entails the ranking of predictions based on model confidence scores,
followed by the calculation of the area under the precision-recall curve. The following formula is employed to

calculate AP for a given class:
N

AP = Z(Recalln — Recall,_,) X Precision, (4)

n=1
d) Mean Average Precision (mAP)

The mean average precision (mAP) is determined by calculating the mean of the average precision (AP) values
for all classes. In this study, mMAP@?50 is calculated with an loU threshold of 0.5, which means the prediction
will be considered correct if the loU between the prediction and ground truth is greater than 0.5.

APpoy=05 + APoy=o55 + -+ + APjoy=0.95

mAP = . (5)

e) F1-Score

The F1-score is a metric that integrates precision and recall into a single value, thereby providing a more balanced
assessment of the model's performance. The F1-score is calculated using the following formula:
Precision X Recall

F1=2x 6
Precision + Recall ©)

The F1-score has been demonstrated to provide a more balanced assessment of model performance, particularly
in datasets characterized by imbalanced classes [32]. Within the framework of BSL recognition, the F1-score metric
is employed to evaluate the model's capacity to detect all pertinent hand signals with high recall, while concurrently
minimizing detection errors with high precision [33].
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3. Results and Discussion
Environment and Parameters

This research was conducted in a development environment designed to support intensive computing, especially
in the context of training deep learning models. The hardware utilized in this study included an NVIDIA GeForce
RTX 3060 GPU with 12GB of VRAM memory. This configuration significantly accelerated the training process of
the YOLOV8 and YOLOV8-seg models. The selected software development environment is Visual Studio Code, which
offers flexibility and effective integration for deep learning development utilizing Python.

With regard to the training parameters, the images in the dataset were resized to a resolution of 640640 pixels to
ensure consistency of input to the model. The YOLOvV8 and YOLOvV8-seg models were trained for 100 epochs to
enable the models to learn relevant features from the BSL data. The selection of these parameters was informed by a
comprehensive review of preliminary experiments and relevant literature, with the objective of attaining a balance
between model accuracy and efficient training time. The selection of an RTX 3060 GPU and 640640 pixels of image
resolution was made with consideration for the available resources and computational requirements of the complex
BSL dataset.

The evaluation of models is conducted employing Mean Average Precision (mAP) metrics, namely mAP@50, F1-
score, and Intersection over Union (loU), to assess the efficacy in detecting and classifying British Sign Language
(BSL) hand gestures. In this section, an analysis of the experimental results will be conducted, followed by a
comparison of the performance of the two models.

Training Method

In this study, YOLOV8 and YOLOV8-seg models are trained using Adam's optimization algorithm, which has been
demonstrated to effectively address convergence issues in deep learning models. The loss function employed is binary
cross-entropy, a suitable choice for object detection and segmentation tasks. The model has been meticulously trained
from the ground up using BSL datasets that have been augmented via the Roboflow platform, with augmentation
techniques such as horizontal flip, rotation, shear, and brightness adjustment. In order to prevent overfitting during
the training process, dropout regularization and batch normalization techniques were applied.

The training process was executed for a total of 100 epochs, with the batch size being adjusted to correspond to
the capacity of the 12GB NVIDIA GeForce RTX 3060 GPU. The data was segmented into training and testing sets
with various proportionate variations, specifically 50:50, 60:40, 70:30, and 80:20, to assess the influence of disparate
data proportions on model efficacy. The efficacy of the model was appraised during the training phase by employing
the Mean Average Precision (mAP), F1-score, and Intersection over Union (loU) metrics on the testing set. The
training was implemented using the PyTorch library, which integrates seamlessly within the Visual Studio Code
development environment

Results

In this study, YOLOV8 and YOLOvV8-seg models are trained using Adam's optimization algorithm, which has been
demonstrated to effectively address convergence issues in deep learning models. The loss function employed is binary
cross-entropy, a suitable choice for object detection and segmentation tasks. The model has been meticulously trained
from the ground up using BSL datasets that have been augmented via the Roboflow platform, with augmentation
techniques such as horizontal flip, rotation, shear, and brightness adjustment. In order to prevent overfitting during
the training process, dropout regularization and batch normalization techniques were applied.

Table 1. Performance Evaluation of Segmentation vs. Non-Segmentation Models on Various Data Ratios

Model Scenario Precision Recall mAP50 mAP50-95 F1-score
Non- 50:50 0.914 0.95 0.957 0.789 0.930
segmentation
Non-
60:40 0.937 0.955 0.958 0.81 0.943

segmentation
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Model Scenario Precision Recall mAP50 mAP50-95 F1-score

Non- 70:30 0.95 0.949 0.96 0.829 0.950
segmentation

Non-

. 80:20 0.948 0.942 0.961 0.82 0.941

segmentation
segmentation 50:50 0.96 0.949 0.971 0.931 0.954
segmentation 60:40 0.973 0.956 0.974 0.947 0.964
segmentation 70:30 0.965 0.959 0.969 0.93 0.958
segmentation 80:20 0.974 0.968 0.979 0.947 0.971

The training process was executed for a total of 100 epochs, with the batch size being adjusted to correspond to
the capacity of the 12GB NVIDIA GeForce RTX 3060 GPU. The data was segmented into training and testing sets
with various proportionate variations, specifically 50:50, 60:40, 70:30, and 80:20, to assess the influence of disparate
data proportions on model efficacy. The efficacy of the model was appraised during the training phase by employing
the Mean Average Precision (mAP), F1-score, and Intersection over Union (loU) metrics on the testing set. The
training was implemented using the PyTorch library, which integrates seamlessly within the Visual Studio Code
development environment.

To bolster the quantitative analysis, a visualization of the training results of the Segmentation model on the optimal
80:20 scheme was conducted. This visualization employs metrics and loss graphs during the training process, thereby
offering a more profound understanding of the model's stability, convergence, and learning effectiveness. The
subsequent figure illustrates the model's consistent reduction in loss and its steady enhancement in pivotal evaluation
metrics, including Precision, Recall, mAP50, and mAP50-95.
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Figure 5. Result of 80:20 Segmentation
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As demonstrated in Figure 5, it is evident that the training loss and validation loss values undergo a substantial
decrease, approaching a convergence point, thereby signifying that the model learns efficiently without overfitting.
Concurrently, evaluation metrics such as Precision, Recall, mAP50, and mAP50-95 demonstrate a consistent upward
trend, approaching values close to 1.0. This finding indicates that the model demonstrates a high degree of accuracy
in recognizing and localizing hand signals, exhibiting effective generalization capabilities when applied to test data.
The consistent enhancement in the mAP50-95 metric signifies the model's capacity to detect objects of diverse sizes
and complexity levels. Consequently, the integration of the Segmentation architecture and a substantial proportion of
training data in the 80:20 scheme was identified as the most optimal configuration to generate a precise, consistent,
and dependable model.

Testing

A series of experiments were conducted to assess the efficacy of detection models that rely on segmentation and
those that do not utilize it in recognizing static hand gestures as representations of Filipino gestures. The initial figure
presents the detection outcomes utilizing the Non-Segmentation model, which successfully identifies hand position
through the implementation of a bounding box and attains a confidence score of 0.96. This model demonstrates
efficacy in swiftly and accurately identifying hand-objects; however, it lacks the capability to discern hand-objects
with high precision against their background. Conversely, the second image presents the outcome of the Segmentation
model, which demonstrates an ability to meticulously delineate the hand contour from the background. The model in
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question produces a confidence score of 0.99, with the hand area accurately highlighted through the prediction mask.
While segmentation necessitates greater computational demands, the resulting data offers a more informative
depiction of the object and can be employed in subsequent, more intricate phases of gesture recognition.

Pasition your hands within the frome

Figure 6. Example of Non-Segmentation Testing Result

Postion your hands within the frome

Figure 7. Example of Non-Segmentation Testing Result

Each approach has its own advantages. The Non-Segmentation model demonstrates a superior capacity for time
and resource efficiency, as it relies solely on the bounding box as an indicator of object presence. However, the
Segmentation model offers certain advantages in terms of spatial precision, a critical consideration in hand gesture
systems where the position and shape of the fingers play a significant role. These results suggest that the Segmentation
model is more suitable for applications that require in-depth analysis of object shapes.

However, it must be acknowledged that this study is not without significant limitations. The dataset under
consideration exclusively encompasses static hand gestures set against a uniform green background and characterized
by relatively consistent lighting conditions. This limitation renders the model susceptible to overfitting under specific
conditions and has not been demonstrated to be reliable for application to complex backgrounds, uneven lighting
conditions, or dynamic hand gestures that are prevalent in natural sign communication.

4. Conclusion

However, it must be acknowledged that this study is not without significant limitations. The dataset under
consideration exclusively encompasses static hand gestures set against a uniform green background and characterized
by relatively consistent lighting conditions. This limitation renders the model susceptible to overfitting under specific
conditions and has not been demonstrated to be reliable for application to complex backgrounds, uneven lighting
conditions, or dynamic hand gestures that are prevalent in natural sign communication.
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This research successfully implements the YOLOV8 model for static hand gesture recognition in British Sign
Language (BSL) using edge detection extraction techniques. The present study utilizes both segmentation and non-
segmentation models to assess the efficacy of the model in detecting hand gestures, considering a range of data sharing
ratios. The findings indicate that the segmentation model with an 80:20 data ratio exhibits optimal performance,
characterized by high precision, recall, and mAP50 values of 0.974, 0.968, and 0.979, respectively. This model has
been demonstrated to achieve a high degree of precision in the delineation of hand contours, thereby enhancing its
efficacy in the detection of gestures with greater accuracy. However, it should be noted that this enhanced performance
is accompanied by an increase in the computational demands, resulting in a need for additional time to complete the
processing tasks.

This research makes a substantial contribution to the development of an image-based sign language recognition
system. The implementation of this system has the potential to facilitate communication between individuals with
hearing disabilities and the general public. It should be noted that the model has not yet been tested under real-world
conditions involving complex backgrounds, uncontrolled lighting, or dynamic hand movements. Consequently, to
enhance the model's performance and its capacity for generalization, it is advised that subsequent research endeavors
focus on augmenting the dataset with variations in background, lighting, and dynamic hand movements.
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