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Abstract: 

Machine learning offers promising solutions for the recognition of handwritten Javanese Nglegena script, which is crucial 

for preserving Indonesia's cultural heritage. This study explores the application of several supervised learning algorithms-

K-Nearest Neighbors (KNN), Naïve Bayes, Decision Tree, and Random Forest-for classifying handwritten images of 
Nglegena Javanese script. Feature extraction is performed using a zoning technique, where each character image is divided 

into multiple zones (16, 25, 36, and 64) to capture local details. The extracted features are further processed using 

normalization methods, including Min-Max, Z-Score, and Binary normalization, to ensure uniform data distribution. The 

dataset, consisting of 600 images representing Javanese Nglegena characters, is split into training and testing sets using 
various ratios. Experimental results show that the combination of Naïve Bayes classification, 36-zone feature extraction, 

and Min-Max or Z-Score normalization achieves the highest accuracy of 65%. These findings demonstrate that optimizing 

zoning and normalization can significantly enhance the accuracy of machine learning models for Javanese script 

recognition. The research contributes to developing Optical Character Recognition (OCR) technology for Javanese script, 

supporting the digital preservation of Indonesia's historical and cultural heritage. 

Keywords: Javanese Script Recognition, Nglegena Script, Optical Character Recognition (OCR), Machine Learning, Data 

Normalization. 

 

1. Introduction 

The usage of Latin letters in daily life further marginalizes the Javanese script, which is part of the Indonesian 

people's cultural legacy. Javanese script actually has a great deal of cultural and historical significance. One of the 

cultural legacies with significant historical significance that should be preserved is the Nglegena Javanese script [1], 

[2]. With the passage of time and the replacement of Latin characters throughout the colonial era, the script's use has 

declined. Even though Javanese script reading and writing abilities are still taught in schools today, particularly in 

Central and East Java, people's interest in and proficiency with this script is dwindling since it is so challenging to 

learn and write [3], [4], [5]. Utilizing information technology is one way to improve efforts to preserve Javanese script. 

Optical Character Recognition (OCR) technology based on machine learning is being used in an attempt to 

preserve and advance Javanese script learning [6], [7]. One method for reading, identifying, and converting text in 

photographs into text format is optical character recognition, or OCR [8], [9]. Translating Javanese script into Latin 

script with the aid of this technology can aid in script learning and preservation [10]. The zoning method and feature 

extraction normalization have demonstrated encouraging outcomes in terms of improving Javanese character 
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recognition accuracy. In order to create a more precise and effective model, this study focuses on optimizing the 

introduction of Nglegena Javanese script utilizing machine learning using a zoning technique and normalizing feature 

extraction. 

In order for machine learning models to effectively capture crucial elements that can be overlooked if examined 

as a whole [11], the Zoning method splits characters into small zones in order to extract local data like lines and angles 

[12], [13]. By ensuring uniformity in the scale and orientation of retrieved characteristics, normalization techniques 

lessen the impact of size and lighting differences that could impair identification accuracy [14]. It is anticipated that 

zoning and normalizing will improve the model's precision and effectiveness in identifying Nglegena Javanese script, 

hence aiding in the preservation of culture through the application of contemporary technology. Consequently, this 

study is crucial for creating new research avenues in the domains of artificial intelligence and image processing.  

This study focuses on three critical issues in recognizing Nglegena Javanese script: the relationship between zoning 

methods and their impact on feature extraction, identifying and applying effective normalization techniques to enhance 

model accuracy, and evaluating machine learning model performance after optimization through zoning and feature 

extraction normalization. The study aims to develop and implement zoning approaches for feature extraction 

specifically designed for Nglegena Javanese script, identify and apply suitable normalization techniques to improve 

model accuracy, and assess model performance after optimization. This research is expected to provide significant 

benefits by enhancing the current knowledge base in Optical Character Recognition (OCR) for Javanese script, 

preserving Indonesia's cultural heritage, and promoting the digitization of ancient writings. Additionally, it will 

facilitate progress in OCR technology for other complex scripts. 

2. Method: 

This study used data mining tools to take a quantitative approach. Deep analysis is necessary when using 

complicated and high-dimensional Nglegena Javanese script datasets [15], [16], [17]. In order to uncover patterns and 

information concealed within the data, machine learning techniques are utilized. The goal of this project is to create 

precise prediction models and better comprehend the features of Nglegena Javanese script by utilizing machine 

learning methods. The performance of different machine learning algorithms was assessed in this study using 

experimental research approaches because of the intricacy and uniqueness of the Nglegena Javanese script. The 600 

feature columns in the dataset represent the linguistic and visual traits of the Javanese script. In order to build better 

Javanese script recognition technology, the goal of this research is to determine the best algorithm for classifying 

Nglegena Javanese script. 

 

Figure 1. Research Design 

Data Collection 
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Javanese Nglegena script data collection involves scanning or taking photos of documents and handwriting, 

followed by character segmentation and labelling. Data variety and quality are key considerations for training an 

accurate OCR model, although challenges such as data limitations and variations in writing styles need to be overcome. 

 

Figure 2. Example Image of Handwriting Javanese Nglegena Script 

Data Pre-processing 

Data pre-processing of Javanese Nglegena script images involves zoning as a crucial step for feature extraction, where 

character images are divided into 16, 25, 36, or 64 zones to capture local details. Before zoning, basic steps such as grayscaling, 

binarization, and noise removal are performed to clean the images. Each zone is analyzed based on pixel values, generating 

features like average intensity. The variation in the number of zones allows for the exploration of optimal feature detail levels, 

with more zones capturing finer details but increasing computational complexity. This zoning variation is tested to determine the 

best zone configuration for Javanese Nglegena script recognition. 

  

Figure 3. Example of 16 and 25 Zones 

  

Figure 4. Example of 36 and 64 Zones 

Normalization of Data Binary, Z-score, and Min-Max Normalization 

Data normalization is a crucial process in data processing that aims to transform data into a more uniform scale. Binary 

normalization is typically not applied directly to binary variables (0/1) [18] as they are already in a suitable form for analysis. 

Binary variables are often used directly in models or encoded for categorical variables with more than two categories. Min-Max 

Normalization transforms the data range into a specific scale, usually between 0 and 1, using the given formula. 
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𝑿′ =
𝑿−𝑿𝒎𝒊𝒏

𝑿𝒎𝒂𝒙−𝑿𝒎𝒊𝒏
  (1) 

This method is easy to implement and suitable for algorithms that require input within a specific range [19]. Meanwhile, Z-

score Normalization (Standardization) transforms data to have a mean of 0 and a standard deviation of 1, using the given formula. 

𝒁 =
𝑿−𝝁

𝝈
   (2) 

This method is suitable for algorithms that rely on distance calculations and helps reduce the impact of outliers [19]. The 

choice of normalization method depends on the requirements of the algorithm and the characteristics of the data. 

Labelling 

Data Labeling is a crucial process in developing machine learning (ML) models that involves adding labels to raw data to 

provide meaningful context and categorization [20]. These labels enable ML models to understand the data and make accurate 

predictions. Data labelling is essential because it allows ML models to learn from the data and make informed decisions based 

on recognized patterns. Labelling methods include Manual Labeling, which is accurate but time-consuming; Automated 

Labeling, which is fast but requires quality control; and Hybrid Labeling, which combines manual and automated methods to 

achieve a balance between accuracy and efficiency. The labelling process involves data collection, pre-processing, data 

annotation, and quality testing to ensure that the assigned labels are accurate and consistent. 

Split Data 

Data Splitting is crucial in machine learning (ML) development to prevent overfitting. One common method is Random 

Train-Test Split, where the dataset is randomly divided into a Training Set and Test Set [21] with various ratios such as 90:10, 

80:20, etc. The Training Set is used to train the model, while the Test Set is used to evaluate its performance on unseen data. This 

method is simple and effective, but may not be ideal for imbalanced or small datasets. 

Training and Validation 

Training and validation are two essential phases in the development of machine learning (ML).  The training process entails 

utilizing the Training Set, enabling the model to discern patterns within the data.  Validation employs the Validation Set to assess 

the model's performance throughout training, aiding in parameter optimization and mitigating overfitting.  The Validation Set 

functions as an intermediary between the Training Set and Test Set, guaranteeing the model's efficacy on novel data. 

Classification 

• K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) works by finding the nearest neighbors of a new data point based on distance, such 

as Euclidean distance [22], [23]Click or tap here to enter text.. KNN is classified based on the majority vote of 

the nearest neighbors [24]. The advantage of KNN is that it is simple and easy to implement, but it can be slow 

for large datasets. 

• Naïve Bayes 

Naïve Bayes uses Bayes' theorem with the assumption of conditional independence between features given the 

class. Naïve Bayes calculates the probability of a class based on features and selects the class with the highest 

probability [25], [26]. This algorithm is fast and effective for large datasets, but the independence assumption 

may not be accurate in some cases. 

• Decision Tree 

Decision Tree uses a tree structure to divide data based on the most relevant features. Each internal node 

represents an attribute, and leaf nodes represent classes or prediction values [27]. Decision Trees are easy to 

understand and interpret, but can suffer from overfitting if the tree is too complex [23]. Concepts of entropy and 

information gain are used to select the most influential attributes in dividing the data. 
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• Random Forest 

Random Forest is an ensemble of multiple Decision Trees built randomly to improve accuracy and reduce 

overfitting [28], [29]. For classification, Random Forest uses the majority vote of all trees, while for regression, 

the average value is used [30]. Random Forest is more stable and accurate than a single Decision Tree, but 

requires more computational resources [31]. 

Confusion Matrix 

Confusion Matrix is an instrument employed to assess the efficacy of a classification model by illustrating the concordance 

between the model's predictions and the actual outcomes.  It comprises True Positives (TP), True Negatives (TN), False Positives 

(FP), and False Negatives (FN).  The Confusion Matrix is utilized to compute metrics including Accuracy, Precision, Recall, and 

F1-Score, offering insights into the model's strengths and limitations in categorization. 

3. Results and Discussion 

After conducting model evaluation using cross-validation, we measured the performance of the models using 

different test data. We quantified accuracy, precision, recall, and F1-score using a Confusion Matrix to assess how 

effectively the models can identify the Javanese Nglegena script. In the context of recognizing the Javanese Nglegena 

script, this assessment provides a deeper understanding of the effectiveness of the algorithms used. 

KNN Model Results 

Table 1. K-NN Model Result 36 Zones 

  Split Accuracy Precision Recall F1-Score 

36 Zones 

Binary 

90:10 36.67% 44.08% 36.67% 40.04% 

80:20 35.83% 34.19% 35.83% 34.99% 

70:30 35.56% 37.56% 35.56% 36.53% 

60:40 40.83% 42.25% 40.83% 41.53% 

50:50 34.67% 37.24% 34.67% 35.91% 

Min-Max 

90:10 51.67% 59.25% 51.67% 55.20% 

80:20 52.5% 54.91% 52.5% 53.68% 

70:30 47.78% 49.12% 47.78% 48.44% 

60:40 59.58% 61.16% 59.58% 60.36% 

50:50 50% 53.5% 50% 51.69% 

Z-score 

90:10 40% 45.33% 40% 42.5% 

80:20 52.5% 56.21% 52.5% 54.29% 

70:30 48.89% 50.44% 48.89% 49.65% 

60:40 55% 56.65% 55% 55.81% 

50:50 47.67% 51.22% 47.67% 49.38% 
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Figure 5. Confusion Matrix kNN with 36 Zones, Min-Max Normalization, 60:40 Split Data 

In this case, the 60:40 data split ratio provided the best results compared to other ratios. With this split, the model 

achieved an accuracy of 59.58%, precision of 61.16%, recall of 59.58%, and an F1-score of 60.36%. This data split 

ratio proved optimal for training and testing the model in recognizing the Javanese Nglegena script. 

Min-Max Normalization produced the best results in improving the accuracy of recognizing the Javanese Nglegena 

script compared to other normalization methods. Min-Max Normalization is superior because it can transform the data 

range into a consistent scale (usually between 0 and 1), making it easier for the K-NN model to calculate distances 

more accurately. Meanwhile, Binary Normalization was not effective as it did not provide significant benefits in 

recognizing script that requires continuous variation. Z-score Normalization also did not yield the best results in this 

case, possibly because it did not optimize the data distribution for the K-NN algorithm, which relies on distance 

calculations. 

The K-Nearest Neighbors (K-NN) algorithm with K=3 yielded the best results compared to other K values. This 

indicates that using three nearest neighbors is the optimal strategy for making predictions in recognizing the Javanese 

Nglegena script. The use of 36 zones was found to be most effective in improving script recognition accuracy. These 

zones help divide the data into specific areas that facilitate the recognition process, thereby increasing overall 

accuracy. Combining these three factors Min-Max Normalization, K-NN with K=3, and 36 zones represent the optimal 

strategy for recognizing the Javanese Nglegena script. 

Naïve Bayes Model Results 

Table 2. Naïve Bayes Model Result 36 Zones 

  Split Accuracy Precision Recall F1-Score 

36 Zones 

 

Binary 

90:10 40% 48.25% 40% 43.74% 

80:20 36.67% 36.74% 36.67% 36.70% 

70:30 40% 42.23% 40% 41.08% 

60:40 40.83% 45.41% 40.83% 43% 

50:50 38% 44.89% 38% 41.16% 

Min-Max 

90:10 65% 63.75% 65% 64.37% 

80:20 50% 52.65% 50% 51.29% 

70:30 50.56% 52.98% 50.56% 51.71% 

60:40 49.17% 56.41% 49.17% 52.54% 
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  Split Accuracy Precision Recall F1-Score 

50:50 50.33% 55.41% 50.33% 52.75% 

Z-score 

90:10 65% 63.75% 65% 64.37% 

80:20 50% 52.65% 50% 51.29% 

70:30 50.56% 52.98% 50.56% 51.71% 

60:40 49.17% 56.41% 49.17% 52.54% 

50:50 50.33% 55.41% 50.33% 52.75% 

 

Figure 6. Confusion Matrix Naïve Bayes with 36 Zones, Min-Max Normalization, 90:10 Split Data 

 

Figure 7. Confusion Matrix Naïve Bayes with 36 Zones, Z-score Normalization, 90:10 Split Data 

In this case, the 90:10 data split ratio provided the best results. With this split, the Naïve Bayes model achieved an 

accuracy of 65%, precision of 63.75%, recall of 65%, and an F1-score of 64.37%. This data split ratio proved optimal 

for training and testing the model to recognize the Javanese Nglegena script. 

Both Min-Max Normalization and Z-score Normalization produced the best results and were identical in 

improving the accuracy of recognizing the Javanese Nglegena script. Both normalization methods yielded the same 

accuracy, precision, recall, and F1 score, indicating that they are equally effective in preparing data for the Naïve 
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Bayes model. This is because Min-Max Normalization and Z-score Normalization can transform the data scale into a 

more uniform one, making it easier for the Naïve Bayes model to calculate probabilities and make more accurate 

predictions. Meanwhile, Binary Normalization was not effectively used in this case as it did not provide significant 

benefits in recognizing script that requires continuous variation. 

Using 36 zones proved to be the most effective in improving script recognition accuracy compared to other zones. 

These zones help divide the data into specific areas that facilitate the recognition process, thereby increasing overall 

accuracy. Combining a 90:10 split ratio, either Min-Max Normalization or Z-score Normalization, and 36 zones 

resulted in optimal performance for recognizing the Javanese Nglegena script using the Naïve Bayes model. 

Decision Tree Model Results 

Table 3. Decision Tree Model Result 64 Zones 

  Split Accuracy Precision Recall F1-Score 

64 Zones 

 

Binary 

90:10 35% 29,58% 35% 32,06% 

80:20 37,5% 42,38% 37,5% 39,79% 

70:30 35% 37,94% 35% 36,41% 

60:40 34,58% 38,7% 34,58% 36,52% 

50:50 32,67% 34,63% 32,67% 33,62% 

Min-Max 

90:10 21,67% 17,82% 21,67% 19,56% 

80:20 20% 12,93% 20% 15,71% 

70:30 18,89% 15,82% 18,89% 17,22% 

60:40 20% 14,33% 20% 16,7% 

50:50 19% 19,94% 19% 19,46% 

Z-score 

90:10 21,67% 17,82% 21,67% 19,56% 

80:20 20% 12,93% 20% 15,71% 

70:30 18,89% 15,82% 18,89% 17,22% 

60:40 20% 14,33% 20% 16,7% 

50:50 19% 19,94% 19% 19,46% 

 

Figure 8. Confusion Matrix Decision Tree with 64 Zones, Binary Normalization, 80:20 Split Data 

The 80:20 data split ratio yielded the most favourable outcomes in this instance.  With this division, the Decision 

Tree model attained an accuracy of 37.5%, precision of 42.38%, recall of 37.5%, and an F1-score of 39.79%.  The 

specified data split ratio was appropriate for training and testing the model to identify the Javanese Nglegena script. 
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Binary normalization yielded superior results in enhancing the accuracy of recognizing the Javanese Nglegena 

script relative to alternative normalization techniques.  Binary normalization proved more effective due to the potential 

presence of pronounced binary characteristics in the data, thereby preserving critical information.  Simultaneously, 

Min-Max Normalization and Z-score Normalization failed to produce optimal results, likely due to their 

ineffectiveness in enhancing the data distribution for the decision tree architecture employed by the Decision Tree 

model. 

Implementing 64 zones has shown superior efficacy in enhancing script recognition accuracy relative to alternative 

configurations.  These zones partition the data into distinct areas, enhancing the recognition process and improving 

overall accuracy. The optimal performance for recognizing the Javanese Nglegena script using the Decision Tree 

model was achieved by combining an 80:20 split ratio, Binary Normalization, and 64 zones. 

Random Forest Model Results 

Table 4. Random Forest Model Result 64 Zones 

  Split Accuracy Precision Recall F1-Score 

64 Zones 

 

Binary 

 

90:10 58,33% 65,79% 58,33% 61,84% 

80:20 55,83% 59,62% 55,83% 57,66% 

70:30 54,44% 55,59% 54,44% 55,01% 

60:40 54,58% 54,52% 54,58% 54,55% 

50:50 54% 54,49% 54% 54,24% 

Min-Max 

 

90:10 26,67% 20,88% 26,67% 23,42% 

80:20 28,33% 32,85% 28,33% 30,42% 

70:30 40% 45,82% 40% 42,71% 

60:40 36,25% 42,16% 36,25% 38,98% 

50:50 37,33% 35,58% 37,33% 36,43% 

Z-score 
 

90:10 26,67% 21,15% 26,67% 23,59% 

80:20 28,33% 32,9% 28,33% 30,44% 

70:30 39,44% 44,31% 39,44% 41,73% 

60:40 36,25% 42,3% 36,25% 39,04% 

50:50 37,67% 37,51% 37,67% 37,59% 

 

Figure 9. Confusion Matrix Random Forest with 64 Zones, Binary Normalization, 90:10 Split Data 



290  Indonesian Journal of Data and Science 

 

 

This instance, the optimal outcomes were achieved with a 90:10 data split ratio.  The Random Forest model attained 

an accuracy of 58.33%, precision of 65.79%, recall of 58.33%, and an F1-score of 61.84% with this division.  The 

specified data split ratio demonstrated optimal efficacy for training and testing the model in identifying the Javanese 

Nglegena script. 

Binary normalization yielded superior results in enhancing the accuracy of Javanese Nglegena script recognition 

relative to alternative normalization techniques.  Binary normalization proved more effective in this instance due to 

the potential presence of pronounced binary characteristics in the data, hence preserving critical information.  

Simultaneously, Min-Max Normalization and Z-score Normalization failed to produce optimal results, likely due to 

their inadequacy in enhancing the data distribution for the ensemble architecture employed by the Random Forest 

model. 

The implementation of 64 zones has shown superior efficacy in enhancing script recognition accuracy relative to 

alternative configurations.  These zones delineate the data into distinct areas that enhance recognition, improving 

overall accuracy. The integration of a 90:10 split ratio, Binary Normalization, and 64 zones yielded the best 

performance in recognizing the Javanese Nglegena script with the Random Forest model. 

This study demonstrates strengths in evaluating various classification models, such as K-NN, Naïve Bayes, 

Decision Tree, and Random Forest, for recognizing Nglegena Javanese script. A comprehensive assessment using 

metrics like accuracy, precision, recall, and F1-score provides a deep understanding of model performance. The study 

also explores different configurations, including data normalization and zoning, to enhance recognition accuracy. 

However, the study also has some limitations. The focus on specific algorithms might limit comparisons with more 

advanced machine learning approaches, such as Convolutional Neural Networks (CNNs) or Recurrent Neural 

Networks (RNNs), which could be more effective in recognizing complex script patterns. Additionally, the study does 

not explicitly address the issue of imbalanced data, which is common in script datasets and can affect model 

performance. 

For future research, it is recommended that the scope of algorithms used be expanded and that domain-specific 

features or temporal information be integrated to improve the model's ability to capture complex nuances in Nglegena 

Javanese script. Strategies to address imbalanced data and enhance model interpretability should also be developed to 

improve practical applications in script recognition. Interdisciplinary collaborations with linguistics or cognitive 

science experts can provide valuable insights into refining models to better align with the complexities of script 

recognition. This study also has the potential to significantly contribute to the development of Optical Character 

Recognition (OCR) technology for Javanese script, which can help preserve Indonesia's cultural heritage and improve 

accessibility and educational opportunities for younger generations. Furthermore, it can serve as a foundation for 

developing technology-driven applications that can recognize and transliterate Javanese characters into Latin script, 

thereby promoting the digitization of ancient writings and the preservation of historical records. Ultimately, it will 

catalyze further progress in OCR technology for other intricate scripts, facilitating the creation of more adaptable and 

generally applicable OCR systems. 

4. Conclusion 

This study evaluated the performance of several machine learning algorithms, namely K-NN, Naïve Bayes, 

Decision Tree, and Random Forest, in recognizing the Nglegena Javanese script. The results showed that Naïve Bayes 

with Min-Max and Z-Score normalization achieved the highest accuracy of 65%, followed by K-NN with an accuracy 

of 59.58%. Decision Tree and Random Forest performed lower, with accuracies of 37.5% and 58.33%, respectively. 

Different zones also affected model performance, with zone 36 yielding the best results for K-NN and Naïve Bayes, 

and zone 64 for Decision Tree and Random Forest. This study answered questions about which algorithm is most 

effective in recognizing Nglegena Javanese script and how normalization and zoning affect model performance. The 

results indicated that Naïve Bayes with Min-Max or Z-Score normalization is the best choice, and zone 36 provides 

optimal results. This study contributes to developing Optical Character Recognition (OCR) technology for Javanese 
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script by demonstrating that appropriate zoning and normalization approaches can improve recognition accuracy. 

Additionally, it helps preserve Indonesia's cultural heritage by promoting the digitization of ancient writings. 

For future research, it is recommended that the scope of algorithms used, such as Convolutional Neural Networks 

(CNN) or Recurrent Neural Networks (RNN), be expanded, and domain-specific features should be integrated to 

enhance model performance. Furthermore, strategies to address imbalanced data should be developed to improve 

practical applications in script recognition. 
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