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Abstract:

To ensure efficient operations and cost-effectiveness, resource management in cloud computing entails managing cloud
resources to satisfy application needs, financial restrictions, and security. In this regard, utilizing data analytics tools for
the allocation of resources in cloud computing to efficiently predict, track, allocate, and monitor resources enables
businesses to make informed decisions based on real-time data, which plays a crucial role in resource allocation.
Organizations adopting cloud computing services face increased network traffic, limiting traffic routing flexibility and
causing excess traffic to reach unprepared physical nodes due to an inability to adjust to real-time traffic changes. This
paper uses a systematic literature review to investigate the data analytics techniques used for resource allocation in cloud
computing. It uses data from 2019 to 2024, sourced from different research databases. The results show that the majority
of data analytics tools, including ARIMA and SVM, are employed for resource allocation in cloud computing. This study
offers guidance to organizations regarding data analytics tools for the allocation of resources in cloud computing, and the
recommendations can be utilized for the enhancement of the results in cloud computing, as well as to scholars by suggesting
techniques to further investigate resource allocation to address the current gaps in cloud computing.
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1. Introduction

The rapid growth of cloud computing services in the world has pushed most organizations seeking better solutions
in their organizations to align with the ongoing increase and updated technology in cloud computing [1]—[3]. By
enabling agility, scalability, and the provision of resources on demand, cloud computing revolutionizes business
operations and enables organizations to quickly adapt to market demands. Most organizations, after adopting cloud
computing services, are experiencing more network traffic, which limits the flexibility of traffic routing [4]. Existing
software-defined network techniques are unable to adjust to changes in traffic in real time, which results in an excess
of traffic reaching unprepared physical nodes [5].

To address this issue, this paper investigates data analytics tools for resource allocation in cloud computing. The
ineffective distribution of resources can result in higher expenses and decreased efficiency, making the application of
cutting-edge technology and analytical methods essential for efficient resource management [6]—[9]. Cloud analytics
uses scalable computing and powerful analytic software to identify patterns in data and extract new insights, delivering
results of interest [10].

It is also a process that uses a variety of tools and technology to turn unstructured data into actionable insights that
may be used to spot patterns, resolve issues, and promote company expansion [11]. For the majority of cloud
computing organizations, data analytics has grown in importance as a tool [12]. By evaluating data on system
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responses, real-time transactions, and other aspects, businesses may enhance their bottom line and optimize their
operations in cloud computing.

In this regards by continually monitoring workload, monitoring tools may uncover trends in resource utilization,
spot bottlenecks, and distribute resources efficiently, assuring performance without sacrificing performance [13], [14].

Organizations may anticipate changes in workload and dynamically distribute resources by utilizing predictive
analytics to estimate resource demands [15]. By proactively allocating resources based on past data and trends, these
strategies increase overall efficiency. Despite this introduction, this article includes methodology, findings and
discussion, then collude with conclusion and future studies.

2. Method:

This study employs the systematic literature review (SLR) approach (as illustrated in Figure 1). First, relevant data
are gathered from journal articles and literature studies in order to formulate research questions. This study used a
modified version of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist

to assess the publications see in Figure 1.
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Figure 1. PRISMA Flowchart

a. Inclusion and exclusion criteria
Articles written in English, duplicates, full-text citations, and the date the articles were published are the

filter criteria for this study.

b. Search criteria
The following search parameters were used to look for research-related publications on Scopus, Web of

service and IEEE that were published after 2020.
e Data analytics tools for the allocation resources
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e Allocation of resources in cloud computing using data analytics tools
3. Results and Discussion

Many data analytics tools can be used for the allocation of resources in cloud computing [16]. Ding et al.'s proposed
framework supports hybrid analytical models of batch and stream computing, enabling effective collaboration between
cloud and edge resources, results show optimizing resource utilities in different conditions, group optimization for
batch tasks, and adaptive task scheduling for stream tasks when workloads burst or shrink [17]. Vhatkar and Girish
introduce the Whale Random Update-Assisted Lion Algorithm (WR-LA) framework, a novel container allocation
technique that reduces network overhead, improves load balancing, and decreases microservice failures by reducing
distances between containers and microservices [18], [19]. A fault-tolerant hybrid resource allocation model is
proposed in cloud computing for resource allocation. Results show that these methods outperform traditional
minimum completion time (MCT) in managing dynamic compute-intensive grid system failures and ensuring task
execution interruptions [20].

The ARIMA-RTS (Rauch-Tung Striebel) resource allocation model is presented to effectively minimize the
inaccuracy brought on by stimulation while allocating resources in an efficient manner [21]. The allocation of
resources from Activity Stream was verified and came in at 85% of what was expected. Implementing a system that
uses an application framework to allocate resources, however, has not advanced [21]—[24]. Since cloud computing is
an ongoing activity, it is very hard to anticipate with 100% accuracy [25].

By making use of cloud computing's capacity to efficiently handle, comprehend, and use enormous volumes of
data, cloud analytics improves an organization's ability to use and analyse this data [26]. A burstable resource-oriented
scheduling technique is proposed for heterogeneous clouds that is based on limited space and delta solution-based
enhancements. The method outperforms other algorithms, according to experimental data, and the method improves
the allocation of resources by over 40% [27]—[29]. The present problem of resource allocation is not unique among
cloud computing architectures. Rather than causing CPU or storage constraints, these frameworks may cause system
bottlenecks since they transfer a lot of data via the cloud [30].

The use of cloud computing in the telecom sector has developed over the past several years from a new technology
to a reliable networking solution that is being widely used [31]—[34]. Network traffic is expected to rise as a result of
the cloud computing industry's rapid expansion, causing network congestion, and resource allocation will be affected.
In this regard, several scholars have put forth several strategies and carried out tests to improve resource allocation
accuracy above conventional techniques. The findings displayed in Tables 1, 2, are derived from the selected
publications for this investigation.

Table 1 shows the distribution of the 38 publications for this SLR by publication year. According to the data
presented, research on the use of data analytics in cloud computing and resource allocation strategy climbed by 75%
in 2020 compared to 2019, increased by 5% in 2021, and decreased by 15% in 2022. Between 2023 and 2024, a
consistent volume of research was carried out, increasing threefold, resulting in the publication of 23 research papers
during that time.

Table 1. Distribution of Papers by Year

Year Paper included Reference

2019 3 [31], [34], [39]

2020 4 [33], [361, [38], [40]

2021 5 [5], [28], [301, [32], [37]

2022 3 [22], [27], [29]

2023 13 [31, [41, [6], [71, [8], [11], [14], [17], [18], [20],

[24], [25], [35]
[4], [10], [12], [13], [%25%] [16], [19], [21], [23],

2024 10
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Table 2. Data analytics tools for the allocation of resources

Techniques

Y ard oy SPEOVERST LUl Colaboray gl

Average Analysis e Scheme
2019 [39] [31], [34]
2020 [38] [40] [33], [36]
2021 [5], [37] [28], [30] [32]
2022 [22] [27], [29]
2023 [31, [4], [6]. [7], [8], [11] [14], [17], [18] [20] [24], [25] [35]
2024 [4], [10] [12], [13], [15], [16]  [19], [21], [23] [26]
Total 12 8 5 7 6

In this research, we analysed and compared the most popular data analytics tools for cloud computing resource
allocation. According to this study, ARIMA is the most widely utilized approach, and its difference from other
methods is rather considerable. Interestingly, 2023 has the most academic publications covering ARIMA six total than
any other year. 2021 and 2024, each with two papers, the year 2023 had the greatest number of publications published
in this research, with 13 articles. The second method is SVM with 8 published papers. The SVM saw an increase in
published papers between 2023 and 2024 with the 3 and 4 published papers. Edge-cloud collaborative scheme also
significantly contributed to the allocation of resources in cloud computing at number 3, with seven published papers.
Followed by spatial-temporal analysis and linear regression, with 5 and 6 papers published (see table 2).

4, Conclusion

In conclusion, data analytics tools help organizations that are running their platform in cloud computing with the
allocation of resources in cloud computing. aids businesses in utilizing data to make choices, streamline operations,
and obtain a competitive edge more effectively than with conventional methods, as data analytics tools can now handle
vast volumes of data more quickly and accurately. Cloud computing's use of data analytics tools reached its peak in
2021 and then fell down again in 2022; however, the 2023-2024-time frame produced the greatest number of papers
(23). Numerous data analytics tool techniques provide very accurate resource allocation in cloud computing. To
increase accuracy, some suggest creating unique machine learning models. While linear regression, spatiotemporal
analysis, and the edge-cloud collaboration scheme are also utilized, the majority of data analytics tools, including
ARIMA and SVM, are employed for resource allocation in cloud computing. We anticipate that these results will aid
in the advancement of scholars' comprehension of the best method for allocating resources in cloud computing.
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