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Abstract:

Deep learning techniques based on neural networks have been developed for text creation, a critical sub-task of natural
language generation that aims to create human-readable content. Natural language processing (NLP) tasks are utilized to
recognize speech in code-mixed comments on social media platforms like Facebook and Twitter, which enable users to
interact and exchange ideas, views, status updates, pictures, and videos with people all over the world. Although NLP is
widely investigated in the world and Africa is home to approximately 3,000 languages, many of which are derived from
significant language families, in this regard, there are challenges that Africa faces in Natural Language Processing (NLP),
especially mixed text using transformer-based architecture. The purpose of this study is to investigate the prevalence of
mixed text using transformer-based architecture in Africa. Bibliometric analysis was used to assess natural language and
mixed text in Africa, utilizing transformer-based architecture. show that sentiment analysis is the holistic tool that is used
for mixed text using transformers, where social media, deep learning, codes, computational linguistics, and social
networking are critical tools in generating human-like quality text. Therefore, this study proposes artificial intelligence,
artificial neutral networks, and neural networks, as well as a prediction to estimate the technique or fluctuation as the
method for mixed text using transformer-based architecture in Africa. This research sets the path for future studies that use
mixed text using transformer-based architecture in Africa.
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1. Introduction

Natural language processing (NLP) is a computational technique for processing, analysing, and understanding
natural languages [1]—[3]. It makes it possible for humans and computers to interact efficiently either through speech
or text. It has applications in machine translation, machine understanding, sentiment analysis, text generation, and text
classification. In this study, we will focus on text generation as a sub-field of NLP. The intent of text generation or
natural language generation (NLG), is to construct software application that can coherently generate readable text in
question and answering systems like chatbots, automate the generation of storytelling, document summarization,
translation, and improve the efficiency of paper writing in research and other professional writing [4].

Generating a human-like quality text remains the ultimate goal of text generation in NLP. Deep learning models
like sequence to sequence (seq2seq] and sequence generative adversarial network (seqGAN) were developed [5]—[7],
and they could generate text. However, they fail to generate long text and the text generated cannot be compared to
the quality of a human-generated text. An alternative approach has been proposed (referred to as the conditional text
generative adversarial network (CTGAN) [8]. The proposed method could generate text of variable length with high
quality using monolingual text [9], proposed a language model for code-switched language by focusing on predicting
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code switches based on part of speech and trigger words. The approach improved the perplexity of the language model.
A study by used dual-recurrent neural network (D-RNN) to develop a model for code-mixed text [10]. The model was
evaluated on English-Mandarin code-switched text and a perplexity metric was used to measure the quality of the
language model. The model recorded a significant improvement from the baseline RNN language model. However,
the study used synthetically generated code-mixed data.

The goal of text generation technology, in general, is to find better ways of estimating the distribution of sentences
in the corpus for generating quality text [11]. In other words, text generation is accomplished through the training of
a statistical language model on a large corpus using machine learning techniques to find the probability of the next
word in a sequence of words such that, given such a sequence of words [12] —[14]. Text generation is computationally
challenging due to the grammatical complexity of natural languages [15]. Neural network language model (NNLM)
for text generation. Although the model could generate some text it could not capture long-term dependencies [16].
Deep learning approaches like recurrent neural networks (RNN), long short-term memory (LSTM), and Gated
recurrent unit (GRU), have been exploited and successfully implemented text generation models [16]. LSTM was
introduced to address the problem of vanishing gradient suffered by RNN models by using memory units called cells
which helped in deciding what to keep in memory and what to eliminate. Instead of using memory cells, GRU uses
gating networks to generate signals that control the present input and the previous memory to update the current state
[15]. Although LSTM and GRU improved the performance of RNN they still suffer from long-term dependencies
[16]. Other models, like SeqGAN, used reinforcement learning and generative adversarial network to produce high-
quality text. also, proposed a model, conditional text generative adversarial network (CTGAN) which generates text
that is more real compared to the other methods [17]. The models described above focused on a monolingual text
corpus.

Text generation methods for code-mixed text data imminent challenge has been the unavailability of a code-mixed
text corpus [11]. proposed a transformer-based architecture for developing transformer-based language models that
can be used in different NLP tasks. Unlike the seq2seq models which are based on recurrence technology, the
transformer-based models like bidirectional encoder representations from transformers (BERT), and generative pre-
trained transformer (GPT-3) use attention mechanism to circumvent the recurrence approach and the models do not
require data or sequences to be processed in sequence. In other words, the model allows correspondence, and it can
reduce training time substantially and there is no fine-tuning. Transformer-based models have shown significant
improvement in NLP tasks like text classification, text generation, and natural language translation [18].

Code-mixing is the use of many languages within a sentence in a discourse. In multilingual populations, voice is
typically more common than text [17]. But text-based technological communication is the current trend, and it is more
prevalent on social media, techniques to artificially produce mixed text corpora that can be used to train language
models for text creation have been developed. It has been demonstrated that there is sparsity or a lack of code-mixed
text corpora [17], [18]. The generated text is not authentic, though, and its similarity to actual code-mixed text data
needs to be verified.

Embracing advancements in digital technology is crucial to creating frameworks for economic growth and
development that will present opportunities for all African nations [19]. Every nation hoping to transition must
prioritize implementing and increasing digital literacy. One of the challenges Africa faces in this space is the scarcity
of machine-readable language data, which can be used to build technology. For many languages, it is difficult to find,
or it simply does not exist [18]. Diversity gaps in Natural Language Processing (NLP) education and academia also
narrow representation among language technologists working on lesser-resourced languages.

The aim of this study is to use bibliometric analysis techniques to investigate the prevalence of code-mixed text
generation language model for mixed-text using transformer-based architecture. The focus of the study is more on the
African languages.

2. Method:
Research Design

In order to attain the research goal, the following three (3) analytical procedures were studied see in Figure 1.
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Figure 1. Research Design

1.Limitation
2.Recommendations,

Research Process
a. Data Collection

The analysis used a variety of databases, including the Association for Computing Machinery (ACM), Web
of Service, and Scopus, to investigate the topic of code-mixed text. The query was found by applying the
particular filter "code-mixed text on the African continent” On April 02, 2024, the databases were accessed.
Between January 20, 2014, and April 02, 2024, conferences, journals, early-access publications, and magazines
that were thought to be pertinent to the study were among the materials gathered. The following research
question was used to direct the investigation: What methods and resources are available for creating code-
mixed text? A transformer-based architectural language model for mixed text on the African continent.
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Figure 2. Research process

The search results show a 36.83% annual growth rate. With documents from 199 and 605 authors, the
average number of citations per document is 5.874 (see Figure 2)

Research Material and Justification

The process consists of three primary steps: preparing the data, analysing the data, and producing the result. The
dataset was also renamed to BibTeX in order to improve bibliographic organization. Moreover, useful data was
retrieved, and graphs were downloaded to support decision-making.

Recommendations

Based on the results of the bibliometric study, this study suggests artificial intelligence, artificial neutral networks,
and neural networks, as well as the prediction to estimate the technique or fluctuation as the method for mixed text
using transformer-based architecture in Africa.
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3. Results and Discussion

Initial results show that sentiment analysis is the holistic tool that is used for mixed text using transformers, where

social media, deep learning, codes, computational linguistics, and social networking are critical tools in generating
human-like quality text. Both show 5% results, as indicated in Figure 3
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Figure 3. Analysis results

On the frequency-searched process or word, sentiment analysis, deep learning, code-mixing, machine learning,
learning algorithms, and natural language are tools highlighted as mixed text using transformer-based architecture in
Africa (see Figure 4).
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Figure 4. Frequently search words
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Figure 5: Co-network for mixed text using transformer
In order to identify the visual representation of possible connections between mixed text using transformer-based
architecture in Africa, this study analysed the co-network and natural language processing systems, social media
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social networking online, as well as computational linguistics, which played a crucial role in linking the activities with
the model or techniques used for mixed text using transformer-based architecture. (see Figure 5).
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Figure 6. Co-network for technique

This analysis results from using the co-network show that artificial intelligence, artificial neutral networks, and
neural networks, as well as the prediction as the method for mixed text using transformer-based architecture in Africa.

4. Conclusion

Deep learning techniques based on neural networks have been developed for text creation, a critical sub-task of
natural language generation that aims to create human-readable content. The goal of text generation technology, in
general, is to find better ways of estimating the distribution of sentences in the corpus for generating quality text. This
study used bibliometric analysis of mixed text using transformer-based architecture in Africa. Results show that
sentiment analysis is the holistic tool that is used for mixed text using transformers, where social media, deep learning,
codes, computational linguistics, and social networking are critical tools in generating human-like quality text.
Therefore, this study proposes artificial intelligence, artificial neutral networks, and neural networks, as well as
prediction as the method for mixed text using transformer-based architecture in Africa.
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