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Abstract:

This study investigates the application of Support Vector Machine (SVM) classifiers in conjunction with Hu Moments for
the purpose of classifying segmented images of vegetables, specifically Broccoli, Cabbage, and Cauliflower. Utilizing a
dataset comprising segmented vegetable images, this research employs the Canny method for image segmentation and Hu
Moments for feature extraction to prepare the data for classification. Through the implementation of a 5-fold cross-
validation technique, the performance of the SVM classifier was thoroughly evaluated, revealing moderate accuracy,
precision, recall, and F1-scores across all folds. The findings highlight the classifier's potential in distinguishing between
different vegetable types, albeit with identified areas for improvement. This research contributes to the growing field of
agricultural automation by demonstrating the feasibility of using SVM classifiers and image processing techniques for the
task of vegetable identification. The moderate performance metrics emphasize the need for further optimization in feature
extraction and classifier tuning to enhance classification accuracy. Future recommendations include exploring alternative
machine learning algorithms, advanced feature extraction methods, and expanding the dataset to improve the classifier's
robustness and applicability in agricultural settings. This study lays a foundation for future advancements in automated
vegetable sorting and quality control, offering insights that could lead to more efficient agricultural practices.

Keywords: Support Vector Machine, Hu Moments, Vegetable Classification, Image Segmentation, Agricultural
Automation, Feature Extraction, Machine Learning.
Dataset link: https://www.kaggle.com/datasets/misrakahmed/vegetable-image-dataset

1. Introduction

In the realm of agricultural technology, the automation of crop management and quality control processes stands
as a pivotal advancement towards enhancing productivity and ensuring food security. The identification of vegetables
through automated systems is a critical component in this evolution, offering a pathway to streamline sorting,
inventory management, and quality assessment tasks. Traditionally, these processes have relied heavily on manual
labor, which is time-consuming, prone to error, and not scalable to meet the increasing global food demands. The
integration of machine learning and image processing techniques presents an innovative solution to these challenges,
aiming to automate and improve the accuracy and efficiency of vegetable identification.

However, the automated classification of vegetables encounters several obstacles, primarily due to the variability
in shape, size, and color of the produce. Furthermore, environmental conditions during imaging, such as lighting and
background noise, add layers of complexity to the classification task. These challenges necessitate the development
of robust algorithms that can accurately differentiate between various vegetable types under diverse conditions. The
Support Vector Machine (SVM) classifier [1], [2], known for its effectiveness in handling high-dimensional data and
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its capability to perform well with a limited amount of training samples, emerges as a promising candidate for this
task. Nonetheless, the performance of an SVM classifier is significantly influenced by the quality of the features
extracted from the images, underscoring the importance of an efficient feature extraction method [3], [4].

The primary objective of this research is to explore the synergy between SVM classifiers [5] and Hu Moments [6],
[7] for feature extraction in the context of vegetable identification. By applying this combination to the classification
of segmented images of Broccoli, Cabbage, and Cauliflower, this study aims to achieve high accuracy, precision,
recall, and F-measure in vegetable identification [8]-[10]. The research questions focus on determining the
effectiveness of Hu Moments in capturing the essential characteristics of vegetable images for classification and
evaluating the SVM classifier's performance in distinguishing between the vegetable types based on these features.

The scope of this study is limited to the classification of three specific vegetable types using images that have
undergone segmentation and feature extraction. While the methodology demonstrated here holds potential for broader
application, the findings are particularly relevant to the context of Broccoli, Cabbage, and Cauliflower identification.
The limitations of this research include the dependence on the quality of image segmentation and the selection of
features extracted through Hu Moments, which may affect the classifier's ability to generalize across different
vegetable categories and imaging conditions.

This research contributes to the field of agricultural automation by providing insights into the application of SVM
classifiers and Hu Moments for vegetable identification. Through the development and evaluation of this classification
system, the study offers a scalable and efficient solution to automate vegetable sorting and quality control processes,
addressing a critical need in the agricultural sector. The findings of this research are expected to pave the way for
future advancements in agricultural automation, supporting the industry's efforts to meet the growing food production
demands efficiently.

2. Method:

Our study employs an experimental research design aimed at evaluating the effectiveness of SVM classifiers in
conjunction with Hu Moments for the task of vegetable image classification. This design facilitates a systematic
investigation into how these computational techniques can be optimized to recognize and differentiate between various
types of vegetables based on their segmented images. The primary variables of interest are the accuracy, precision,
recall, and F-measure of the classification model, which are influenced by the feature extraction and classification
strategies employed [11]. Our research is designed in five well-structured main stages, and their aspects are illustrated
in Figure 1.

| Data Preprocessing Stage

Figure 1. General Research Design Stages
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Data Collection Process: Mental Disorder Classification

The dataset consists of segmented images of three vegetable types: Broccoli, Cabbage, and Cauliflower. Each class
is represented by an equal number of images to prevent class imbalance, ensuring that the classifier's performance is
not biased towards a more frequently occurring class. The images have been pre-processed to isolate the vegetable
from its background, making them suitable for feature extraction and classification. Splitting dataset can show in
Figure 2.
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Figure 2. Splitting Dataset 10 % testing, 90% training

Tools and Technology Used

The research utilizes Python for implementing the SVM classifier and extracting features using Hu Moments. The
Canny edge detection method is applied for image segmentation, facilitated by the OpenCV library. The Scikit-learn
library is employed for SVM implementation and performance evaluation. Additionally, the NumPy library is used
for handling numerical operations, and Matplotlib for visualizing the results.

Data Collection Process

The images were collected from publicly available agricultural datasets and augmented through segmentation
using the Canny method. This process involves converting the images to grayscale, applying Gaussian blur to reduce
noise, and then using the Canny edge detector to identify the edges of the vegetables, effectively segmenting them
from the background.

Data Analysis Methods
Canny Edge Segmentation

The eye diseases images were collected from a public medical imaging database. Each image was then processed
through the canny operator to highlight edges and structures within the eye [12], [13]. This process is mathematically

represented as [14]-[16]:
G = /G,? + G2 1)

Where G, and G, are the horizontal and vertical derivatives of the image, respectively, obtained using the Canny
operator. In Figure 3, 4 and 5 the results of image segmentation using canny features on the dataset are shown.
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Figure 3. Canny Edges Detection Results for Broccoli Class
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Figure 4. Canny Edges Detection Results for Cabbage Class
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Figure 5. Canny Edges Detection Results for Cauliflower Class

Feature Extraction: HuMoments

Feature extraction is performed using Hu Moments [17], which are invariant to image transformations and provide
a compact representation of the shape features of the segmented vegetables. The formula for Hu Moments is given by
[18], [19]:
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Where f(x,y) is the pixel intensity at coordinates (x,y), and p and g are the orders of the moment.
Classification Algorithm: Super Vector Machine

The SVM classifier is trained using these features, with the kernel type set to linear for simplicity and
computational efficiency [20], [21]. The mathematical representation of the voting process is given by [22], [23].

w-x+b=0 3)
Where w is the weight vector x is the feature vector, and b is the bias.
Performance Comparison Analysis

The performance of the classifier is evaluated using 5-fold cross-validation, where the dataset is divided into five
subsets, and the model is trained and tested five times, each time using a different subset as the test set and the
remaining as the training set [24], [25]. The performance metrics are calculated as follows [26], [27]:

(TP +TN)
(TP +TN + FP + FN)

Accuracy =

Pericision — — -
ericision = TP + FP)
(4)

TP

Recall = —————
et =1TP + FN)

2(presisi x recall)

(presisi + recall)
Where TP, TN, FP and FN represent the numbers of true positives, true negatives, false positives, and false negatives,
respectively.

F — measure =

These metrics provided a comprehensive understanding of the model's performance, highlighting its strengths and
areas of improvement.

3. Results and Discussion

Results

The evaluation of the Support Vector Machine (SVM) classifier, implemented to identify three types of segmented
vegetable images (Broccoli, Cabbage, and Cauliflower) using Hu Moments for feature extraction, yielded insightful
results across a 5-fold cross-validation procedure. The accuracy achieved by the model varied slightly across folds,
recording values of 45%, 44.17%, 40.56%, 43.61%, and 43.61%, respectively. This variance illustrates the model's
consistent performance, albeit with room for improvement. Precision metrics across the folds were observed at
56.66%, 51.05%, 48.90%, 54.90%, and 50.80%, indicating a relatively moderate ability of the model to correctly
identify positive cases among the classes. Recall scores paralleled accuracy figures, underscoring the model's
capability to detect true positives. The F1-Scores, balancing precision and recall, were calculated as 38.85%, 37.96%,
34.15%, 37.04%, and 36.93% for each fold, showcasing a balanced, yet modest performance of the classifier. The
detailed results are presented in Table 1 and visualized in Figure 6 for a clearer understanding and comparison of the
metrics across different iterations.

Table 1. Performance Metrics Across 5-Fold Cross-Validation for the SVM

Ken Metrics
Accuracy Precision Recall F-Measure
K-1 52% 52% 52% 43%

K-2 53% 46% 53% 43%
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Ken _ Metrics
Accuracy Precision Recall F-Measure
K-3 54% 38% 54% 40%
K-4 53% 47% 53% 40%
K-5 52% 40% 52% 39%
Z Avg 53% 45% 53% 41%
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Figure 6. Visualisation Performance Metrics Across 5-Fold Cross-Validation for the SVM.

The analysis of these metrics suggests that while the voting classifier has a strong foundational capability for
classifying dry bean varieties, its performance is highly dependent on the specific data subset being evaluated. This
variability is critical in understanding the classifier's application scope and areas requiring refinement.

Discussion

The SVM classifier's performance, characterized by moderate accuracy, precision, recall, and F1-scores, opens a
dialogue on the potential and limitations of using Hu Moments for feature extraction in vegetable image classification.
The consistency across metrics suggests that while the SVM model is capable of distinguishing between the vegetable
types to a certain extent, there is significant room for optimization, particularly in enhancing feature extraction
techniques and classifier tuning. The relationship between these results and previous research in the field indicates a
similar trajectory; that is, the challenge of achieving high accuracy in agricultural image classification due to the
natural variability in vegetable appearance and the limitations of image segmentation and feature extraction
techniques.

The practical implications of these findings are vast for the agricultural technology sector, where even moderate
improvements in automation and classification accuracy can lead to significant advancements in sorting, quality
control, and overall efficiency. However, the research's limitations are evident in the modest performance metrics,
which highlight the need for more sophisticated or tailored feature extraction methods that can more accurately capture
the unique characteristics of each vegetable type.

Moving forward, recommendations for further research include exploring alternative machine learning models and
feature extraction techniques that may offer more nuanced differentiation between vegetable types. Additionally,
integrating more complex image preprocessing steps or leveraging deep learning approaches could potentially address
some of the limitations observed in this study. By building on the foundational work presented here, future research
can continue to push the boundaries of what is achievable in the realm of agricultural automation, ultimately
contributing to more efficient and effective food production and quality assurance processes.

4, Conclusion

In summary, the research aimed to evaluate the performance of a Support Vector Machine (SVM) classifier,
combined with Hu Moments for feature extraction, in the classification of segmented vegetable images, specifically
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Broccoli, Cabbage, and Cauliflower. The findings from the 5-fold cross-validation process revealed moderate
accuracy, precision, recall, and F1-scores, indicating a balanced yet modest capability of the classifier to distinguish
between the vegetable types. These results, while showcasing the potential of SVM and Hu Moments in agricultural
image classification, also highlighted the challenges inherent in achieving high levels of classification accuracy due
to the variability in vegetable appearance and the limitations of current image segmentation and feature extraction
techniques.

This research contributes to the field of agricultural automation by demonstrating the feasibility of using machine
learning models and image processing techniques for vegetable identification, albeit with scope for improvement. The
consistency across performance metrics underscores the need for further optimization of feature extraction methods
and classifier parameters. Recommendations for future research include investigating alternative machine learning
algorithms, exploring more sophisticated feature extraction techniques, and integrating advanced image preprocessing
methods. Additionally, expanding the dataset to include more vegetable types and variations could enhance the
classifier's robustness and applicability in real-world agricultural settings. Through these avenues, subsequent research
can build on the foundational insights provided by this study, driving forward innovations in agricultural technology
and automation.
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