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Abstract:

This study assesses the predictive power of Logistic Regression in forecasting liver disease prevalence within the Indian
demographic, specifically leveraging a dataset of 584 patient records from the NorthEast of Andhra Pradesh. Utilizing
biochemical markers as predictive variables, the research employed a 5-fold cross-validation approach to validate the
model's efficacy, focusing on performance metrics such as accuracy, precision, recall, and F1-Score. The findings reveal
moderate to high accuracy and precision levels, indicating Logistic Regression's potential as a viable predictive tool in
medical diagnostics, particularly in settings constrained by resources. However, the observed variability across different
folds highlights the model's sensitivity to data partitioning, suggesting further refinement is needed to enhance reliability
and generalizability. This study contributes to the existing body of knowledge by demonstrating Logistic Regression's
applicability in predicting liver disease in a specific Indian context, offering insights into its practical implementation in
healthcare screenings for early disease detection. Moreover, it underscores the need for more robust models or additional
features to capture liver disease complexity more accurately. Future research directions include exploring complex models,
expanding dataset diversity, and investigating individual predictor impacts on prediction accuracy. This research opens
avenues for integrating predictive models into healthcare protocols, aiming to improve liver disease detection and patient
outcomes.
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1. Introduction

Liver disease, particularly liver cirrhosis, is emerging as a significant public health concern across the globe, with
its prevalence noticeably increasing due to factors such as heightened alcohol consumption rates, chronic hepatitis
infections, and the rise of obesity-related liver disease. These factors contribute to the complexity and urgency of
addressing liver disease, especially in countries like India, where demographic and geographic diversities present
unique challenges in healthcare management. The early detection of liver pathology plays a critical role in determining
patient outcomes, significantly impacting survival rates and quality of life for affected individuals. However, despite
the advancements in medical technology and diagnostics, there exists a notable disparity in the early diagnosis rates
among different sub-populations, particularly among female patients, who are often diagnosed at later stages compared
to their male counterparts. This diagnostic disparity raises concerns over the effectiveness of current predictive models
and their applicability across diverse populations.

The primary problem this research aims to solve is the urgent need for improved predictive models that can
accurately identify individuals at risk of liver disease early in the disease's progression, particularly in the Indian
context. Such models are crucial for closing the diagnostic gap and ensuring that all sub-populations have equal access
to early detection and subsequent treatment options. By focusing on the predictive power of Logistic Regression [1],
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[2] analysis in interpreting biochemical markers, this study seeks to address the limitations of current diagnostic
approaches and offer a more inclusive, accurate, and practical tool for early liver disease detection.

The objectives of this research are twofold: firstly, to assess the effectiveness of Logistic Regression [3], [4] as a
predictive tool for liver disease based on biochemical markers and secondly, to explore the potential disparities in
prediction accuracy between different sub-populations, with a particular focus on gender-based differences. Through
this, the study aims to contribute to the development of more reliable and equitable diagnostic models that can be
utilized in diverse demographic settings.

The research is guided by the hypothesis that Logistic Regression can serve as a robust predictive model for liver
disease in the Indian population, offering significant improvements in early detection rates across all sub-populations,
including those traditionally marginalized in healthcare settings. Additionally, it hypothesizes that gender-based
disparities in prediction effectiveness can be identified and addressed through model adjustments, leading to more
equitable health outcomes.

The scope of this research is limited to the analysis of patient records from the NorthEast of Andhra Pradesh, India,
focusing on the applicability of Logistic Regression in predicting liver disease prevalence based on specific
biochemical markers. While the findings may offer valuable insights into the predictive power of Logistic Regression
in this context, the generalizability of the results to other regions or populations may be limited. Furthermore, the
study acknowledges potential limitations in data completeness and the representation of all demographic groups within
the dataset.

This research contributes to the existing body of knowledge by providing a detailed analysis of the effectiveness
of Logistic Regression in predicting liver disease in the Indian context, highlighting potential areas for improvement
in early diagnosis rates. Additionally, by identifying and addressing gender-based disparities in prediction accuracy
[5]-[7], this study offers a pathway toward more equitable healthcare outcomes, aligning with broader public health
goals of reducing the burden of liver disease through improved diagnostic tools and strategies.

2. Method:

This study employs a quantitative research design, utilizing a predictive modeling approach to assess the efficacy
of Logistic Regression [8]-[10] in forecasting liver disease prevalence among the Indian population. The research
design is structured to compare the predictive accuracy of the model across different sub-populations, with a special
focus on identifying potential gender-based disparities. This comparative analysis is underpinned by the application
of statistical methods to evaluate model performance metrics such as accuracy, precision, recall, and F-measure [11]-
[13]. Our research is designed in five well-structured main stages, and their aspects are illustrated in Figure 1.

Figure 1. General Research Design Stages
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Data Collection Process

The dataset comprises 584 patient records collected from the NorthEast of Andhra Pradesh, India, including both
individuals diagnosed with liver disease (416 patients) and a control group without liver disease (167 patients). The
selection criteria for the dataset were based on the availability of comprehensive biochemical marker information
essential for the predictive model, including age, gender, total bilirubin, direct bilirubin, total proteins, albumin, A/G
ratio, SGPT, SGOT, and Alkphos. Splitting dataset can show on Figure 2.
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Figure 2. Splitting Dataset 10 % testing, 90% training

Tools and Technology Used

The study leverages Python for data preprocessing, analysis, and modeling, specifically employing libraries such
as Pandas for data manipulation, Scikit-learn for implementing Logistic Regression and cross-validation techniques,
and Matplotlib for data visualization. The choice of Python and its libraries is due to their wide acceptance in the
scientific community for data science and machine learning tasks, offering robust support for statistical analysis and
model development.

Data Collection Process

Data were retrospectively collected from medical records of patients who underwent liver function tests at
healthcare facilities in the NorthEast of Andhra Pradesh, ensuring a comprehensive dataset reflective of the
population's health status concerning liver disease.

Data Analysis Methods
Classification Algorithm: Logistic Regression

The analysis process began with data pre-processing, including cleaning (handling missing values via median
imputation) and transforming data (encoding categorical variables and normalizing numerical variables). The Logistic
Regression model was then applied [8], [9], [14].

log (72) = o+ Buks + ke -+ Bk, ®

Where p is the probability of having liver disease B, is the intercept, S;, B2, .., Bn are the coefficients of the
predictors Xq, X5, ..., Xp,.

For model validation, a 5-fold cross-validation was implemented:

n
1
CVey = ;Z M; (2
i=1

Where CV(,, is the cross-validation score, n is the number of folds, and M; is the performance metric for fold i.
Performance Comparison Analysis

The performance of the classifier is evaluated using 5-fold cross-validation [15]-[19], where the dataset is divided
into five subsets, and the model is trained and tested five times, each time using a different subset as the test set and
the remaining as the training set. The performance metrics are calculated as follows [20]-[22]:
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(TP + TN)
(TP + TN + FP + FN)

Accuracy =

TP

Pericision = m

©)
TP

Recall = m

2(presisi x recall)

F — =
measure (presisi + recall)

Where TP, TN, FP and FN represent the numbers of true positives, true negatives, false positives, and false negatives,
respectively.

3. Results and Discussion

Results

The application of Logistic Regression for predicting liver disease in the Indian context, specifically using a dataset
from the NorthEast of Andhra Pradesh, yielded insightful results through the implementation of a 5-fold cross-
validation technique. The performance metrics across the five folds revealed an average accuracy ranging from
69.23% to 74.14%, precision from 59.62% to 75.62%, recall mirroring the accuracy rates (due to the binary nature of
the outcome), and F1-Scores between 61.29% and 69.73%. These metrics underscore the model's capacity to predict
liver disease with a moderate to high degree of reliability, given the variability in performance across different data
splits. The detailed results are presented in Table 1 and visualized in Figure 3 for a clearer understanding and
comparison of the metrics across different iterations.

Table 1. Performance Metrics Across 5-Fold Cross-Validation for the Logistic Regression

Ken _ Metrics
Accuracy Precision Recall F-Measure

K-1 69% 60% 69% 61%

K-2 73% 71% 73% 70%

K-3 69% 68% 69% 68%

K-4 69% 66% 69% 67%

K-5 74% 76% 74% 66%
Z Avg 71% 68% 1% 66%

comparison of each crossvalidation - Logistic Regression

~=- accuracy
precision

-- recall

T --- f1-score
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Figure 3. Visualisation Performance Metrics Across 5-Fold Cross-Validation for the Logistic Regression.
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The data processing and analysis, employing logistic regression, highlighted the model's sensitivity and specificity
in identifying liver disease cases. However, the variation in performance metrics across the folds indicates the model's
sensitivity to data partitioning, suggesting a potential for overfitting or underfitting in specific data scenarios.

Discussion

The findings from this study contribute to the existing literature by demonstrating the feasibility of using logistic
regression in a resource-constrained setting to predict liver disease prevalence with a reasonable degree of accuracy.
The precision rates, indicating the model's ability to identify true liver disease cases among those predicted as positive,
suggest that logistic regression can effectively reduce false positives, which is crucial in medical diagnostics to avoid
unnecessary anxiety or treatment for patients.

Comparing these results with previous research indicates that while logistic regression holds promise, there is a
considerable scope for improvement, especially in enhancing recall and F1-Score metrics. Previous studies have often
highlighted the challenge of balancing sensitivity and specificity in disease prediction models, with a higher emphasis
on ensuring that true disease cases are not missed (high recall). Our findings align with this perspective, underscoring
the need for models that maintain high precision without compromising recall.

The practical implications of this research are significant, particularly for healthcare professionals and
policymakers in India. By integrating such predictive models into healthcare screenings, especially in areas with
limited access to advanced medical diagnostics, early detection of liver disease can be improved, thereby facilitating
timely intervention and management. However, this study is not without its limitations. The variability in model
performance across different folds highlights the influence of data partitioning on prediction outcomes, suggesting the
need for a more robust model or additional features that can capture the complexity of liver disease more accurately.
Moreover, the dataset, being from a specific region of India, may not fully represent the broader Indian population,
potentially limiting the generalizability of the findings.

For future research, it is recommended to explore more complex models or ensemble methods that may offer better
performance in terms of both precision and recall. Additionally, incorporating more diverse and larger datasets could
help in developing a model with higher generalizability. Investigating the impact of individual predictors on the
model's performance could also provide insights into the biochemical markers most indicative of liver disease, offering
a more targeted approach to early diagnostics.

4. Conclusion

This study embarked on evaluating the predictive power of Logistic Regression in identifying liver disease within
the Indian context, particularly utilizing a dataset from the NorthEast of Andhra Pradesh. The outcomes, illuminated
by a 5-fold cross-validation, showcased a moderate to high accuracy and precision in disease prediction, yet
underscored variability across different data splits. These findings affirm the initial hypothesis that Logistic
Regression can serve as a robust tool for predicting liver disease, albeit with room for enhancement, particularly in
recall and F1-Score metrics. The discussion further placed these results within the broader research landscape,
emphasizing the model's potential utility in resource-constrained settings while noting the balance required between
sensitivity and specificity—a critical aspect in the diagnostic process. This study contributes to the burgeoning field
of predictive health analytics by demonstrating the applicability of logistic regression in a specific geographical and
disease context, providing a foundation for future exploratory and predictive endeavours in similar settings.

Looking ahead, the variability in model performance across the dataset folds suggests an imperative for more
sophisticated modelling techniques or the incorporation of additional predictive features to capture the multifaceted
nature of liver disease more accurately. Further research leveraging larger and more diverse datasets could enhance
the model's generalizability across different populations and healthcare settings. Additionally, exploring the impact of
individual biochemical markers on the predictive accuracy could unearth more targeted diagnostic strategies,
potentially revolutionizing early detection and treatment paradigms for liver disease. The practical implications of this
research are profound, offering a blueprint for integrating predictive models into healthcare screening protocols,
thereby bolstering early detection efforts and optimizing patient outcomes in the face of liver disease. This study,
while a step in the right direction, paves the way for future investigations to refine and expand upon the predictive
capacities of logistic regression and similar analytical tools in the domain of public health and disease prevention.
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