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Abstract: 

Diabetes is a disease that contributes to a relatively high mortality rate. The human death rate due to diabetes is a widespread 

issue globally. The primary goal of this research is to predict individuals suffering from diabetes using a publicly available 

dataset from the UCI Repository with the Diabetes Disease dataset. To obtain the best classification algorithm, a comparison 

is made among three algorithms: KNN, Naive Bayes, and Random Forest, commonly used for predicting diabetes. The 
comparison results indicate that the Random Forest algorithm is the appropriate and accurate algorithm for predicting 

individuals with diabetes, with an accuracy rate of 97%. 
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1. Introduction 

Diabetes is a chronic disease caused by a disruption in the secretion of endogenous insulin. Diabetes is divided into 

type 1 diabetes and insulin-dependent diabetes mellitus (IDDM) and type 2 diabetes, known as non-insulin-dependent 

diabetes [1]. Diabetes is a chronic disease characterized by higher than normal blood sugar levels. If not managed 

properly, diabetes can lead to various complications in organs such as the eyes, kidneys, heart, blood vessels, and nerves, 

posing a threat to life and affecting the quality of life. Complications can be either acute or chronic. Acute complications 

involve sudden increases or decreases in blood sugar, while chronic complications are the long-term effects of elevated 

blood sugar. These complications can lead to a reduced life expectancy, disability, and increased financial burden on 

clients and their families. Diabetes is a lifelong condition and has a significant impact on quality of life if not well-

managed. Complications of diabetes, such as chronic diabetic ulcers, disrupt the quality of life [2]. 

The International Diabetes Federation (IDF) reported a global prevalence of diabetes at 1.9%, making diabetes the 

seventh leading cause of death worldwide, with 382 million deaths globally in 2013. Those affected by diabetes 

constitute 95% of the world's population with type 2 diabetes. The prevalence of type 2 diabetes is 85-90%. According 

to the WHO report in 2003, only 50% of diabetic patients in developed countries adhere to prescribed treatment. 

Complications can occur if diabetes is not controlled, impacting both quality of life and the economy. In 2013, the 

prevalence of diabetes in Indonesia was 2.1%, a higher value compared to 2007. 

The impact of diabetes includes physical, psychological, and social aspects on patients. The physical impact 

involves changes in the body's ability to control blood sugar, increasing the risk of both microvascular and macrovascular 
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complications. Psychological impact includes feelings of anxiety related to the patient's health condition. Social impact 

involves the need for support to enable patients to manage the disease [3]. 

Literature Review 

A. . Data Mining 

Data mining is a process that utilizes statistical techniques, mathematics, artificial intelligence, and machine 

learning to extract and identify useful information and related knowledge from various large databases. The term 

data mining essentially represents a discipline whose primary objective is to discover, dig, or mine knowledge from 

the data or information available to us. Data mining is often also referred to as Knowledge Discovery in Databases 

(KDD). KDD is an activity that involves the collection and utilization of historical data to uncover regularities, 

patterns, or relationships within large-sized datasets [4]. 

B. K-Nearest Neighbor 

K-Nearest Neighbor (K-NN) belongs to the instance-based learning group. This algorithm is also a type of lazy 

learning technique. K-NN is performed by identifying a group of k objects in the training data that are most similar 

to the object in the new or testing data. A classification system is needed for K-NN to function as a system capable 

of seeking information. For example, in a case where a solution for a new patient's problem is sought using solutions 

from past patients, K-NN can be applied. [5]. 

C. Naive Bayes Classifier (NBC) 

Naive Bayes Classifier (NBC) is one of the algorithms in data mining that applies Bayesian theory to 

classification. The Bayes decision theorem is a fundamental statistical approach in pattern recognition. Naive Bayes 

is based on the simplifying assumption that attribute values are conditionally independent given the output value. 

In other words, given the output value, the probability of observing them together is the product of the individual 

probabilities. [4] 

D. Random Forest 

Random Forest is one of the data mining methods used for classification. The Random Forest method itself 

consists of a classification tree with a large number of connections to seek maximum accuracy [6], [7]. Random 

Forest can also be described as a combination of individual trees used in a single model [8]. Random Forest is a 

classifier that consists of trees {h(x, k), k = 1, . . .} where k is a randomly distributed vector independently, and 

each component tree selects the most popular class with the input value x [9]. 

 

2. Method: 

The stages of this research are explained as follows: 

1. Dataset Collection: The dataset to be tested in this study is the diabetes disease dataset from the UCI 

Repository. 

2. Literature Review: This literature review involves gathering articles and research journals related to the subject 

of the paper, specifically focusing on predicting diabetes. 

3. Research Model Selection: In this paper, the research will utilize the best-performing models as determined by 

previous researchers. These models include the KNN, Naive Bayes algorithm, and Random Forest. 

4. Learner or Training from the Dataset: The selected models will undergo training using the collected dataset. 

5. Prediction Evaluation: The predictions will be evaluated using metrics such as AUC (Area Under the Curve), 

CA (Classification Accuracy), F1 score, Precision, Recall, Confusion Matrix, and ROC (Receiver Operating 

Characteristic) analysis [10]−[12]. 

Analysis and Conclusion: This stage involves analyzing the results of the conducted tests and drawing 

conclusions based on the analysis Figure 1. 
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Figure 1. Data Mining Process 

As for the data mining process, here we use the data mining tool, namely Orange Python, with the following 

workflow as Figure 2. 

 

 

Figure 2. Diabetes Prediction Process Workflow 

Some performance metrics that are common and often used are as follows. 

 

1) Accuracy 

In the context of classification models, accuracy is the main indicator to evaluate the extent to which the model is 

able to classify data correctly [13]−[15]. Accuracy is measured as a comparison between the number of true 

positive data and true negative data with the total existing data. Mathematically, accuracy can be illustrated by 

Equation (1), which reflects the degree of closeness of the model's predicted values to the actual values of the 

observed data. Therefore, the higher the accuracy value, the better the model's performance in producing 

predictions that match the actual situation. Understanding and measuring good accuracy is key in evaluating the 

reliability and effectiveness of classification models in the context of data processing. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (1) 

2) Precision 

In evaluating model performance, precision plays a crucial role as an indicator of the extent to which the model is 

able to provide accurate predictions for the requested data [13]−[15]. Precision can be interpreted as the degree of 

accuracy of positive predictions by a model, measured through the comparison between the number of true positive 

predictions and the overall positive predicted outcomes. In other words, precision describes how many of all 

positive classes are predicted correctly by the model. Equation (2)  reflects the precision value, which is an 

important parameter in evaluating the reliability of the model in providing results in accordance with the required 

criteria. High precision measurements demonstrate the model's ability to minimize errors in identifying and 

classifying positive data, strengthening confidence in the interpretation of predictions provided by the model. 

𝑃𝑒𝑟𝑖𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (2) 

  

3) Recall 

In model performance analysis, recall or sensitivity is an important parameter that reflects the model's success in 

detecting relevant information [13]−[15]. Recall can be interpreted as the ratio of true positive predictions divided 

by the overall true positive data, highlighting the extent to which the model is able to identify all instances of true 

positive data. In other words, recall describes the model's ability to obtain relevant information and avoid the error 

of ignoring positive data. Equation (3) provides the recall value, which is a vital benchmark in measuring the 

model's sensitivity to positive cases. A high recall value indicates that the model is able to effectively capture most 

of the existing positive data, providing confidence that the model can detect significant information with high 



179  Indonesian Journal of Data and Science 

  

 

accuracy. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (3) 

4) Specificity 

In the context of model evaluation, specificity describes the level of accuracy in predicting negatives, measured as 

the ratio of true negative predictions divided by the total number of true negative data. In other words, specificity 

reflects the model's ability to identify and minimize errors in classifying data as negative. Equation (4) provides 

the value of specificity, which is an indicator of the model's performance in correctly predicting negative cases. A 

high specificity value indicates that the model has a good ability to avoid errors in predicting negative data, thus 

providing confidence that the model can provide accurate and reliable results in classifying various cases. 

Specificity evaluation is important in understanding the extent to which the model is able to provide precise 

predictions on existing negative data. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝑇𝑁 + 𝐹)
 (4) 

5) F1 Score 

The F1 score is an important parameter in evaluating model performance, summarizing the average comparison 

between precision and recall by providing balanced weights [13]−[15]. The F1 score can be interpreted as a 

measure of the overall success of the model in classifying positive data, describing the balance between precision 

and recall in the system. Equation (5) shows the value of the F1 score, and this score achieves its best performance 

when there is an optimal balance between precision and recall. Therefore, the F1 score provides a comprehensive 

picture of the model's effectiveness in handling both aspects in a balanced manner. A high F1 score indicates that 

the model is able to provide predictions with high accuracy while minimizing errors in ignoring or misidentifying 

positive data, creating a reliable and balanced classification system. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2(𝑝𝑟𝑒𝑠𝑖𝑠𝑖 × 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑠𝑖𝑠𝑖 + 𝑟𝑒𝑐𝑎𝑙𝑙)
 (5) 

 

 

3. Result and Discussion: 

This study utilizes a classification algorithm, employing Naive Bayes, Random Forest, and KNN algorithms, to 

develop a prediction system used for analyzing and predicting the likelihood of Diabetes. The Diabetes Disease 

dataset, publicly available on Kaggle, is used to assess the performance of these classification algorithms. This dataset 

comprises nine attributes, consisting of both numerical and nominal data. The absence of diabetes and the presence, 

show in Figure 3. 

 

Figure 3. Diabetes Dataset 
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This system consists of several steps. Firstly, data is preprocessed, removing both redundancy and noise, and then 

classified using KNN, Random Forest, and Naive Bayes algorithms. Subsequently, validation is performed to assess 

the performance of each algorithm, including AUC, CA, F1, Precision, and Recall. This is done to determine the 

algorithm with the best accuracy. The experiment is conducted using the Orange Python application, which has a 

dataset consisting of fourteen attributes comprising both numerical and nominal data. KNN, Naive Bayes, and Random 

Forest are the classification algorithms under examination. The following are the confusion matrices for Naive Bayes, 

Random Forest, and Random Forest. The values in the confusion matrix calculate the accuracy of data mining concepts 

or decision support systems, serving to analyze whether the classifier is proficient in recognizing various classes. 

 

Figure 4. Confusion Matrix Random Forest 

 

Figure 4 is Random Forest algorithm exhibits strong predictive performance, accurately identifying 91,301 

instances and 5,807 instances with precision, while making 2,693 correct negative predictions and 199 incorrect 

ones out of a total of 100,000 test data points. Consequently, the algorithm achieves an impressive accuracy rate of 

97.1%. This high level of accuracy underscores the effectiveness of the Random Forest algorithm in making precise 

predictions based on the given dataset. 

 

Figure 5. Confusion matrix Naive Bayes 

Figure 5 is Naive Bayes algorithm demonstrates solid predictive capabilities, accurately predicting 88,404 

instances and 4,262 instances with precision. It also makes 4,238 correct negative predictions but has 3,096 incorrect 

ones out of a total of 100,000 test data points. As a result, the algorithm achieves a commendable accuracy rate of 

93%. This accuracy underscores the reliability of the Naive Bayes algorithm in making precise predictions based on 

the provided dataset. 

 
 

Figure 6. Confusion matrix KNN 

Figure 6 is KNN algorithm demonstrates robust predictive performance, accurately forecasting 91,309 instances 

and 5,841 instances with precision. It also makes 2,659 correct negative predictions, with 191 incorrect predictions, 

out of a total of 100,000 test data points. Consequently, the algorithm achieves an impressive accuracy rate of 97%. 

This high accuracy underscores the efficacy of the KNN algorithm in making precise predictions based on the given 
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dataset. 

 

4. Conclusion: 

From the stages carried out, this research reached a conclusion, namely to predict individuals who suffer from 

diabetes using the diabetes dataset that is publicly available from the UCI Repository. Three classification algorithms, 

namely KNN, Naive Bayes, and Random Forest, were evaluated to determine the best algorithm. The comparison 

results show that the Random Forest algorithm has the highest level of accuracy, reaching 97%, so it is considered 

a precise and accurate algorithm for predicting individuals. 

who suffer from diabetes. These conclusions may serve as a basis for the development of further diagnostic 

approaches in the management of diabetes. 
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