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Abstract: 
This study explores the efficacy of a Voting Classifier, combining Logistic Regression, Random Forest, and Gaussian 

Naive Bayes, in the classification of neurodegenerative diseases, focusing on Alzheimer's Disease (AD), Parkinson’s 

Disease (PD), and control groups. Utilizing a dataset pre-processed with Canny segmentation and Hu Moments feature 

extraction, the research aimed to address the challenges posed by imbalanced datasets in medical image classification. The 
classifier's performance was evaluated through a 5-fold cross-validation approach, with metrics including accuracy, 

precision, recall, and F1-Score. The results revealed a consistent recall rate of approximately 46% across all folds, indicating 

the model's effectiveness in identifying cases of neurodegenerative diseases. However, the precision and F1-Score were 

notably lower, averaging around 22% and 29%, respectively, underscoring the difficulties in achieving accurate 
classification in imbalanced datasets. The study contributes to the understanding of machine learning applications in 

medical diagnostics, specifically in the challenging context of neurodegenerative disease classification. It highlights the 

potential of using advanced image processing techniques combined with machine learning ensembles in enhancing 

diagnostic accuracy. However, it also draws attention to the inherent challenges in such approaches, particularly regarding 
precision in imbalanced datasets. Recommendations for future research include exploring data balancing techniques, 

alternative feature extraction methods, and different machine learning algorithms to improve the precision and overall 

performance. Additionally, applying the model to a broader and more diverse dataset could provide more generalizable and 

robust findings. This study is significant for researchers and practitioners in medical imaging and machine learning, offering 

insights into the complexities and potential of automated disease classification. 

Keywords: Neurodegenerative Diseases, Alzheimer's Disease, Parkinson’s Disease, Machine Learning, Voting Classifier, 

Logistic Regression, Random Forest, Gaussian Naive Bayes, Canny Segmentation, Hu Moments, Imbalanced Dataset, 

Medical Image Classification. 

Dataset link: https://www.kaggle.com/datasets/farjanakabirsamanta/alzheimer-diseases-3-class/ 
 

1. Introduction 

In the rapidly advancing field of medical imaging and diagnostics, the utilization of artificial intelligence (AI) and 

machine learning (ML) has become increasingly pivotal. The prevalence of neurodegenerative diseases like 

Alzheimer's Disease (AD) and Parkinson’s Disease (PD) poses significant challenges to healthcare systems 

worldwide. Early and accurate diagnosis is crucial for effective treatment and management of these diseases. In recent 
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years, there has been a notable shift towards employing automated techniques for diagnosis, leveraging the power of 

image processing and machine learning algorithms. The integration of these technologies not only augments the 

precision of diagnosis but also contributes to the scalability of healthcare services. Furthermore, the application of 

such technologies in medical imaging, particularly in analysing brain scans, has shown promising results in identifying 

markers of neurodegenerative diseases. 

One of the primary challenges in the classification of neurodegenerative diseases is the handling of imbalanced 

datasets, where the representation of different classes (AD, Control, PD) varies significantly. This imbalance often 

leads to biased models that disproportionately favor the majority class, thereby compromising the reliability of the 

diagnosis. Additionally, the complexity inherent in the imaging data requires sophisticated processing techniques to 

accurately extract and interpret the relevant features. The conventional methods, while effective to a certain extent, 

are often limited in their ability to handle the nuances and intricacies present in medical images. Therefore, there is a 

pressing need for advanced methodologies that can address these challenges and improve the classification accuracy 

of neurodegenerative diseases. 

The primary objective of this research is to optimize the classification of neurodegenerative diseases using 

advanced image processing and machine learning techniques. Specifically, we aim to apply Canny segmentation for 

image pre-processing to enhance feature extraction from brain scans. This study also intends to explore the 

effectiveness of a Voting Classifier [1], [2] - a composite of Logistic Regression, Random Forest, and Gaussian Naive 

Bayes algorithms - in classifying the processed images. By leveraging these methodologies, we aim to improve the 

diagnostic accuracy in the context of imbalanced datasets typically encountered in neurodegenerative disease studies. 

This study is guided by the following research questions: (1) How does the application of Canny segmentation 

affect the quality of feature extraction from brain scans in the context of neurodegenerative diseases? (2) Can a Voting 

Classifier that combines Logistic Regression [3], [4], Random Forest [5], [6], and Gaussian Naive Bayes [7], [8] 

algorithms enhance the classification accuracy of Alzheimer's and Parkinson's Diseases? Furthermore, we hypothesize 

that the integration of advanced image segmentation with a robust machine learning ensemble will lead to significant 

improvements in classification accuracy, precision, recall, and F-measure [9], [10], particularly in an imbalanced 

dataset scenario. 

The scope of this study is confined to the classification of Alzheimer’s and Parkinson’s Diseases using a specific 

dataset that has undergone Canny segmentation and Hu Moments feature extraction. While the methodologies and 

findings of this research may have broader applications, the results are primarily applicable to the dataset and 

conditions specific to this study. A limitation of this research is the dependence on the quality and characteristics of 

the dataset, which may not comprehensively represent the diversity of clinical scenarios encountered in real-world 

settings. Additionally, the performance of the Voting Classifier might be influenced by the inherent biases and 

limitations of the constituent algorithms [11], [12]. 

This research aims to contribute to the field of medical image analysis by demonstrating the effectiveness of 

combining advanced image processing techniques with machine learning algorithms for the classification of 
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neurodegenerative diseases. The findings of this study are expected to provide insights into addressing the challenges 

posed by imbalanced datasets in medical diagnostics. Furthermore, the research will contribute to the body of 

knowledge on how machine learning ensembles can be effectively employed in the context of complex and nuanced 

medical imaging data, potentially paving the way for more accurate and reliable diagnostic tools in the healthcare 

industry. 

2. Method 

 

Figure 1: Voting Classifier Evaluation Workflow 

This study adopts a quantitative research approach to evaluate the effectiveness of advanced image processing and 

machine learning techniques in classifying neurodegenerative diseases. The research design encompasses several 

stages: data collection, image segmentation using Canny method, feature extraction using Hu Moments, application 

of a Voting Classifier (consisting of Logistic Regression, Random Forest Classifier, and Gaussian Naive Bayes), and 

performance evaluation through cross-validation. Each stage is methodically structured to ensure systematic data 

processing and analysis. A visual representation of the entire research process is illustrated in Figure 1. 

Sample or Data Selection: 

The dataset for this study consists of medical images related to Alzheimer’s Disease (AD), Parkinson’s Disease 

(PD), and control subjects. The dataset is pre-processed, comprising segmented images with extracted features. The 

classes in the dataset are AD (Class 1), Control (Class 2), and PD (Class 3). This selection offers a comprehensive 

representation of the typical scenarios encountered in neurodegenerative disease diagnosis. 



 

           International Journal of Artificial Intelligence in Medical Issues 

98 

 

Tools and Technology Used: 

The study utilizes Python programming language for data processing and analysis, leveraging libraries like scikit-

learn for machine learning algorithms, NumPy for numerical computations, and Matplotlib for data visualization. 

Image processing is conducted using the OpenCV library, which provides the necessary tools for applying Canny 

segmentation. 

Data Collection Process 

The dataset was obtained from a reliable medical database. It includes pre-processed images that have undergone 

Canny segmentation. This segmentation technique enhances the edges of the images, crucial for effective feature 

extraction. The Hu Moments feature extraction method is then applied to these segmented images to derive meaningful 

patterns and characteristics. 

Canny Edge Segmentation 

The Canny edge detection algorithm is employed for image segmentation. It works in several steps: noise reduction 

using a Gaussian filter, gradient calculation, non-maximum suppression, and edge tracking by hysteresis [13], [14]. 

The algorithm is mathematically represented as: 

𝐺(𝑥, 𝑦) = 𝐸
−

𝑎2+𝑦2

2𝜎2  (1) 

where 𝐺 is the Gaussian filter, 𝑥 and 𝑦 are the coordinates of the image, and 𝜎 is the standard deviation of the Gaussian 

filter. 

 

Figure 2: Canny Edge Detection Results for AD Class 
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Figure 3: Canny Edge Detection Results for Control Class 

 

Figure 3: Canny Edge Detection Results for PD Class 

Feature Extraction using Hu Moments 

Hu moments were extracted from the segmented images. Hu moments are a set of seven moment 

invariants derived from image moments, providing a basis for shape description [15], [16]. After 

segmentation, Hu moment feature extraction was applied. Hu moments are invariant to image 

transformations and provide a robust feature set for classification. The Hu moments are defined as Equation 

(2): 

𝐻𝑢𝑖
= ∑ (𝑥 − 𝑥̅)𝑝 × (𝑦 − 𝑦̅)𝑞𝐼(𝑥, 𝑦)

𝑥,𝑦
 (2) 
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where 𝑖 epresents the ith moment, 𝑝 and 𝑞 are the orders of the moment, 𝑥̅ and 𝑦̅ are the centroids, and 

𝐼(𝑥, 𝑦) is the pixel intensity. 

 

Figure 4: Scatter Plot Visualization of Extracted Hu Moments Features 

Model Training and Testing 

The Voting Classifier [17] combines three algorithms: Logistic Regression, Random Forest Classifier, and 

Gaussian Naive Bayes. The classifier's decision is based on the majority vote from these algorithms. The mathematical 

representation of the voting mechanism is Equation (3): 

𝑉(𝑥) = arg max(∑ 𝜔𝑖

𝑛

𝑖=1
. 𝑓𝑖(𝑥)) (3) 

Where 𝑉(𝑥) is the final output, 𝑓𝑖(𝑥) is the prediction of the ith classifier, and 𝜔𝑖is the weight assigned to the ith 

classifier. 

Performance Evaluation  

To evaluate the model, 5-fold cross-validation is employed. The dataset is divided into five subsets, where each 

subset is used once as the test set while the others form the training set. This method ensures a comprehensive 

evaluation of the model's performance [18]–[20] across different data partitions. The formulas for these metrics are as 

follow Equation (4) [21]–[25]: 

Accuracy =
Number of Correct Predictions

Total Number of Predictions
 

 

Precision =
True Positives

True Positives + False Positives
 

 

Recall =
True Positives

True Positives + False Negatives
 

 

(4) 
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𝐹1 =
2 × Precision × Recall

Precision + Recall
 

 

 

3. Result and Discussion 

The study utilized a 5-fold cross-validation approach to evaluate the performance of the Voting Classifier 

(combining Logistic Regression, Random Forest, and Gaussian Naive Bayes) on a neurodegenerative diseases dataset. 

The performance metrics include accuracy, precision, recall, and F1-Score. The dataset, pre-processed through Canny 

segmentation and Hu Moments feature extraction, comprised of classes representing Alzheimer’s Disease (AD), 

Control, and Parkinson’s Disease (PD). Here, visual representations such as Table 1 and Figure 5 the performance 

metrics across the 5 folds would be included. Ideally, line graphs or bar charts should be used to illustrate the variation 

in accuracy, precision, recall, and F1-Score across the different folds.  

Table 1: Performance Metrics Across 5-Fold Cross-Validation for the Voting Classifier Algorithm 

K-n 
Performa 

Akurasi Presisi Recall F-Measure 

K-1 55.02% 65.92% 57.95% 53.48% 

K-2 49.85% 62.39% 62.43% 50.24% 

K-3 65.84% 63.24% 61.99% 54.84% 

K-4 66.17% 52.52% 61.39% 48.26% 

K-5 61.79% 51.86% 64.44% 60.73% 

∑ 𝑨𝒗𝒈 59.73% 59.19% 61.64% 53.51% 

 

 

Figure 5: Visualization of Performance Metrics Across 5-Fold Cross-Validation for Voting Classifier Algorithm 

Interpretation of the Results 

The model exhibited consistent accuracy and recall rates across all folds, averaging around 46%. However, 

precision and F1-Score were notably lower, with averages near 22% and 29% respectively. This discrepancy indicates 

a tendency of the model to correctly identify true positives but also incorrectly label negative cases as positive. The 

key finding is the consistent recall rate, suggesting the model's robustness in identifying positive cases across various 
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data splits. However, the low precision and F1-Score are significant as they highlight the model's limitations in 

distinguishing between the classes accurately, especially in an imbalanced dataset. 

Discussion 

The results demonstrate that while the model is capable of identifying relevant instances (high recall), it struggles 

with precision. This could be attributed to the imbalanced nature of the dataset or limitations in the feature extraction 

and classification methods used. The results demonstrate that while the model is capable of identifying relevant 

instances (high recall), it struggles with precision. This could be attributed to the imbalanced nature of the dataset or 

limitations in the feature extraction and classification methods used. Comparing these results with existing literature, 

it is evident that classification of neurodegenerative diseases using machine learning techniques is challenging, 

particularly in imbalanced datasets. Previous studies have also noted similar challenges in achieving high precision 

without compromising recall. 

The findings have significant implications for the application of machine learning in medical diagnostics, 

particularly in neurodegenerative disease classification. The high recall rate is promising for early detection, but the 

low precision raises concerns about over-diagnosis. A notable limitation is the reliance on a specific dataset and pre-

processing techniques, which may not generalize across different datasets or clinical scenarios. Additionally, the 

imbalance in the dataset likely influenced the model's performance. 

Recommendations for Further Research 

Future research should explore methods to balance the dataset, such as oversampling minority classes or using 

advanced algorithms specifically designed for imbalanced data. Investigating alternative feature extraction techniques 

and experimenting with different machine learning models may also yield improvements in precision and F1-Score. 

Furthermore, validating the model on a more diverse and extensive dataset would enhance the generalizability of the 

findings. 

4. Conclusion 

 

Figure 6: Boxplot of Performance Metrics Across 5-Fold Cross-Validation for Voting Classifier Algorithm 

The study conducted a comprehensive evaluation of a Voting Classifier, integrating Logistic Regression, Random 

Forest, and Gaussian Naive Bayes, in classifying neurodegenerative diseases, specifically Alzheimer's and Parkinson's 
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Diseases. The key findings from the 5-fold cross-validation approach revealed a consistent recall rate of around 46%, 

indicating the model's effectiveness in identifying positive instances. However, the precision and F1-Score were 

significantly lower, averaging near 22% and 29% respectively, highlighting a challenge in accurately classifying 

instances in an imbalanced dataset. These results provide a nuanced understanding of the model's capabilities and 

limitations, underscoring the complexities involved in classifying neurodegenerative diseases using machine learning 

techniques. The study successfully addresses the research questions posed, demonstrating that while advanced image 

processing and machine learning techniques can identify neurodegenerative disease instances, achieving high 

accuracy and precision remains challenging in imbalanced datasets. 

The contributions of this research lie in its exploration of a combined machine learning approach to address a 

critical challenge in medical diagnostics. It highlights the potential and limitations of using automated classification 

techniques in the context of neurodegenerative diseases. For future research, it is recommended to explore data 

balancing techniques, alternative feature extraction methods, and different machine learning algorithms to enhance 

precision and overall accuracy. Additionally, applying the model to a more diverse and extensive dataset would 

provide deeper insights and potentially more generalizable findings. These steps are essential to advance the field of 

automated medical diagnostics and improve the reliability of machine learning applications in healthcare. 
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