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Abstract:
In this study, titled "Performance Evaluation of Bagging Meta-Estimator in Lung Disease Detection: A Case Study on Imbalanced Dataset," we explore the effectiveness of the Bagging Meta-Estimator in diagnosing lung diseases, focusing on the challenges of imbalanced datasets. Utilizing a dataset segmented and characterized by Hu moments and encompassing categories of Normal, Bacterial Pneumonia, and Tuberculosis, the algorithm's performance was assessed through a 5-fold cross-validation. Results indicated moderate effectiveness with an average accuracy of 60.574%, precision of 60.749%, recall of 59.753%, and F1-Score of 59.416%, highlighting variable performance across folds. These findings suggest that while the Bagging Meta-Estimator has potential in medical imaging, further refinement is needed for consistent and reliable lung disease detection, especially in imbalanced datasets.
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Dataset link: https://www.kaggle.com/datasets/omkarmanohardalvi/lungs-disease-dataset-4-types/

1. Introduction
Lung diseases, including bacterial pneumonia and tuberculosis, are major global health concerns. In recent years, the advancement of medical imaging technologies has offered new avenues for early diagnosis and treatment. However, the interpretation of lung images remains a challenging task due to the complex nature of lung diseases and the subtlety of their manifestations in medical images. The advent of machine learning and image processing techniques has opened up possibilities for automated and accurate diagnosis. Among these, the application of feature extraction methods, such as Hu moments from segmented lung images, has shown promise. Yet, the effectiveness of these techniques in a real-world clinical setting, especially when dealing with imbalanced datasets [1], is still under investigation.

One significant challenge in the automated diagnosis of lung diseases from medical images is the imbalanced nature of datasets. In many real-world scenarios, certain conditions, like tuberculosis, are underrepresented compared to more common conditions, such as bacterial pneumonia or normal lung images. This imbalance can lead to biased models that perform poorly in detecting less common diseases. Furthermore, the choice of machine learning algorithms and their ability to handle such imbalances effectively remains a critical area for exploration.
The primary objective of this research is to evaluate the performance of the Bagging Meta-Estimator, a robust machine learning approach, in the context of lung disease detection. This study aims to determine whether this algorithm can effectively handle the challenges posed by imbalanced datasets in medical imaging. By focusing on a dataset comprising Normal, Bacterial Pneumonia, and Tuberculosis classes, the study seeks to provide insights into the algorithm's ability to distinguish between these conditions accurately.

This study is guided by the hypothesis that the Bagging Meta-Estimator [2], [3] will demonstrate superior performance in handling imbalanced datasets for lung disease detection compared to traditional machine learning models. Specifically, it hypothesizes that the Bagging Meta-Estimator will yield higher accuracy, precision, recall, and F-measure scores in distinguishing between normal lungs, bacterial pneumonia, and tuberculosis. These metrics are crucial in medical diagnosis, where the cost of false negatives and false positives can be high.

The scope of this research is confined to the evaluation of the Bagging Meta-Estimator on a segmented and feature-extracted dataset comprising three classes of lung conditions. The study utilizes Hu moments extracted from segmented lung images using thresholding techniques. It's important to note that while this approach is promising, the findings may not be generalizable to other types of lung diseases or imaging techniques. Additionally, the study's reliance on a specific dataset means that the results may be influenced by the peculiarities of this data, including its size and quality.

This research aims to contribute to the field of medical image analysis by providing a comprehensive evaluation of the Bagging Meta-Estimator's performance on an imbalanced lung disease dataset. The findings are expected to offer valuable insights for healthcare professionals and researchers in the field of medical diagnostics. Furthermore, this study contributes to the broader domain of machine learning by exploring the application of advanced algorithms in handling imbalanced datasets, a common challenge in various domains, including healthcare.

2. Method

![Figure 1: Bagging-meta Estimator Evaluation Workflow](image-url)
This study adopts a quantitative research design, focusing on the evaluation of the Bagging Meta-Estimator algorithm for lung disease detection. The research design encompasses the collection of lung image data, application of image segmentation and feature extraction techniques, followed by the implementation of the Bagging Meta-Estimator algorithm. To validate the performance of the model, the study employs a 5-fold cross-validation approach, analyzing metrics such as accuracy, precision, recall, and F-measure. A visual representation of the entire research process is illustrated in Figure 1.

**Sample or Data Selection:**

The dataset used in this study consists of lung images classified into three categories: Normal, Bacterial Pneumonia, and Tuberculosis. These images have undergone preprocessing stages including segmentation and feature extraction. The selection criteria for the images were based on their diagnostic clarity and representativeness of each condition. The dataset is noted for its imbalanced nature, with varying representation across the three categories, reflecting real-world scenarios in medical diagnostics.

**Tools and Technology Used:**

The research harnesses Python as the primary programming language, leveraging libraries such as OpenCV for image processing, Scikit-learn for machine learning, and NumPy for numerical computations.

**Thresholding Edge Detection**

The lung images were segmented using a thresholding technique. Thresholding is a simple, yet effective method for separating objects from the background in an image [4], [5]. The formula for basic thresholding is given by Equation (1) [6]–[8]:

\[
I(x, y) = \begin{cases} 
1, & \text{if } I(x, y) > T \\
0, & \text{if } I(x, y) \leq T 
\end{cases}
\]

(1)

$I(x, y)$ is the intensity of the pixel at coordinate $(x, y)$ in the image, and $T$ is the specified threshold value. When the pixel intensity ($I(x, y)$) exceeds the threshold value ($T$), the pixel will be classified as a pixel with a value of 1 (white), whereas if the intensity is less than or equal to the threshold value, the pixel will be classified as a pixel with a value of 0 (black). In Figure 2, 3 and 4 the results of image segmentation using Thresholding features on the dataset are shown.
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Hu-Moments

Hu moments were extracted from the segmented images [9]. Hu moments are a set of seven moment invariants derived from image moments, providing a basis for shape description. The Hu moments are defined as Equation (2):

\[ H = h_1, h_2, \ldots, h_7 \]  

(2)

Where each is a function of the image's central moments, providing a translation, scale, and rotation invariant description of the image.
Model Training and Testing

The Bagging Meta-Estimator algorithm was applied to the dataset. Bagging, or Bootstrap Aggregating, involves training multiple instances of a base estimator on random subsets of the original dataset and then aggregating their individual predictions to form a final prediction [10]–[12]. The Bagging Meta-Estimator formula can be represented as Equation (3):

\[ y_{pred} = \frac{1}{N} \sum_{i=1}^{N} y_{pred_i} \]  

(3)

Where \( y_{pred} \) is the final prediction, \( N \) is the number of base estimators, and \( y_{pred_i} \) is the prediction made by the \( i^{th} \) base estimator.

Performance Evaluation

For model evaluation, 5-fold cross-validation was utilized. In this approach, the dataset is divided into five equal parts. In each iteration, four parts are used for training, and the remaining part is used for testing. This process is repeated five times, with each part being used exactly once as the test set. The performance metrics—accuracy, precision, recall, and F-measure [13]–[15] are calculated for each fold and then averaged to provide a comprehensive evaluation of the model's performance. The formulas for these metrics are as follow Equation (4) [16]–[20]:

\[
\text{Accuracy} = \frac{\text{Number of Correct Predictions}}{\text{Total Number of Predictions}}
\]

\[
\text{Precision} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}}
\]

\[
\text{Recall} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}}
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

3. Result and Discussion

The evaluation of the Bagging Meta-Estimator's performance in lung disease detection was conducted using a 5-fold cross-validation approach on an imbalanced dataset. The dataset comprised lung images, segmented and characterized by Hu moments, classified into three categories: Normal, Bacterial Pneumonia, and Tuberculosis.

Visualization of the Results

The detailed results are presented in Table 1 and visualized in Figure 5 for a clearer understanding and comparison of the metrics across different iterations.
Table 1: Performance Metrics Across 5-Fold Cross-Validation for the Bagging-meta Estimator Algorithm

<table>
<thead>
<tr>
<th>K-n</th>
<th>Performa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Akurasi</td>
</tr>
<tr>
<td>K-1</td>
<td>64.609%</td>
</tr>
<tr>
<td>K-2</td>
<td>63.786%</td>
</tr>
<tr>
<td>K-3</td>
<td>53.909%</td>
</tr>
<tr>
<td>K-4</td>
<td>61.317%</td>
</tr>
<tr>
<td>K-5</td>
<td>59.259%</td>
</tr>
<tr>
<td>Avg</td>
<td>60.574%</td>
</tr>
</tbody>
</table>

Figure 5: Visualization of Performance Metrics Across 5-Fold Cross-Validation for the Bagging-meta Estimator Algorithm

On average, the model achieved an Accuracy of 60.574%, Precision of 60.749%, Recall of 59.753%, and F-Measure of 59.416%.

Interpretation of the Results

The accuracy shows moderate performance, with a notable dip in the third fold. This variation might be attributed to the imbalanced nature of the dataset or particularities within the folds. The precision and recall values are relatively consistent, with recall demonstrating more variability across folds. The lower recall in the third fold suggests difficulties in correctly identifying all positive cases of lung diseases. The F1-score, an important metric in the context of imbalanced datasets, presents a balanced view between precision and recall. Its fluctuation across folds points to challenges in achieving a consistent trade-off between false positives and false negatives.

Discussion

The moderate performance of the Bagging Meta-Estimator in this study suggests that while the algorithm can handle imbalanced datasets to a certain extent, there are limitations in its efficacy. The fluctuation in recall rates across different folds indicates potential inconsistencies in the model's ability to identify all positive cases accurately. Previous research has emphasized the challenges posed by imbalanced datasets in medical imaging. Our results align with these findings, highlighting the complexities of achieving high accuracy in such conditions. The use of Bagging
Meta-Estimators has been seen as a promising approach in other domains, and this research extends its application to lung disease detection.

The findings have practical implications for the application of machine learning in medical imaging. While the Bagging Meta-Estimator shows potential, the moderate results suggest a need for further refinement when applied in clinical settings for lung disease detection. The main limitation of this research lies in its reliance on a specific dataset, which may not be representative of all types of lung diseases. Additionally, the inherent imbalances in the dataset could have impacted the model's performance.

**Recommendations for Further Research**

Alternative machine learning algorithms or advanced ensemble methods that might offer better handling of imbalanced datasets. Different feature extraction techniques to enhance model accuracy. Expansion of the dataset to include a broader range of lung diseases and conditions.

**4. Conclusion**
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Figure 6: Boxplot of Performance Metrics Across 5-Fold Cross-Validation for the Bagging-meta Estimator Algorithm

This study set out to evaluate the performance of the Bagging Meta-Estimator in detecting lung diseases within an imbalanced dataset. Our results revealed moderate effectiveness, with average accuracy, precision, recall, and F1-Scores of approximately 60.574%, 60.749%, 59.753%, and 59.416% respectively. The notable variability in performance across different folds, especially a dip in recall rates, underscores the challenges inherent in working with imbalanced medical imaging datasets. This research supports the hypothesis that while Bagging Meta-Estimators can be effective in managing imbalanced datasets, their performance in complex medical imaging tasks, such as lung disease detection, may require further optimization. These findings contribute to the growing body of knowledge in the application of machine learning algorithms in medical imaging, particularly in addressing the challenges posed by imbalanced datasets.

Moving forward, it is recommended that future research explores more advanced ensemble techniques or alternative machine learning algorithms that might offer better performance in handling imbalanced datasets. Additionally, investigating the impact of different feature extraction methods could potentially enhance model accuracy and reliability. From a practical standpoint, expanding the dataset to include a wider range of lung conditions...
and integrating these findings into clinical practice would be beneficial. These steps are essential to improve the diagnostic accuracy and efficacy of automated systems, ultimately aiding in early and accurate detection of lung diseases in clinical settings.
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